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Problem Definition: We study how algorithmic (vs. human-based) task assignment processes change task

recipients’ fairness perceptions and productivity.

Academic/Practical Relevance: Since algorithms are widely adopted by businesses and often require

human involvement, understanding how humans perceive algorithms is instrumental to the success of al-

gorithm design in operations. Particularly, the growing concern that algorithms may reproduce inequality

historically exhibited by humans calls for research about how people perceive the fairness of algorithmic

decision-making relative to traditional human-based decision-making and, consequently, adjust their work

behaviors.

Methodology: In a 15-day-long field experiment with Alibaba Group in a warehouse where workers pick

products following orders (or “pick lists”), we randomly assigned half of the workers to receive pick lists

from a machine that ostensibly relied on an algorithm to distribute pick lists, and the other half to receive

pick lists from a human distributor.

Results: Despite that we used the same underlying rule to assign pick lists in both groups, workers perceive

the algorithmic (vs. human-based) assignment process as fairer by 0.94-1.02 standard deviations. This yields

productivity benefits: receiving tasks from an algorithm (vs. a human) increases workers’ picking efficiency

by 17.35%-19.39%. The algorithmic assignment produces larger productivity gains among workers for whom

perceived fairness has a stronger effect on productivity, including more educated workers and workers who

care more about the difficulty of their pick lists. We replicate the main results in another field experiment

and show via online experiments that people in the U.S. also view algorithmic task assignment as fairer.

Managerial Implications: We demonstrate that algorithms can have broader impacts beyond offering

greater efficiency and accuracy than humans: introducing algorithmic assignment processes may enhance

fairness perceptions and productivity. This insight can be utilized by managers and algorithm designers to

better design and implement algorithm-based decision making in operations.
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1. Introduction

With the increasing availability of data and the development of information technologies, companies

are rapidly implementing algorithms to process a large amount of data in order to efficiently make

daily operational decisions (McAfee and Brynjolfsson 2017). For example, digital service platforms
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such as Uber and Airbnb instantly match customers with service providers, taking high-dimensional

information into account (e.g., customers’ willingness to pay, service providers’ availability) in their

algorithms. Ad platforms such as Facebook and Google combine advertising algorithms with rich

data about consumers to identify specific audience groups for which to display certain ads.

Such growing interest in using algorithms in practice has inspired a large stream of research ded-

icated to improving algorithms’ performance (e.g., Kropp and Carlson 1984, Bhandari et al. 2008,

Mookerjee et al. 2017, Zhang and Kulkarni 2018). However, in many domains of daily operations,

algorithms rely on human involvement to complete tasks. For example, retailing platforms such

as Alibaba use algorithms to determine which set of items should be packed into which box but

need human workers in warehouses to pack the items according to algorithmic prescriptions (Sun

et al. 2020). Similarly, sales platforms such as Salesforce use algorithms to decide which product to

be advertised to whom but need human salespeople to make sales pitches to customers following

algorithmic recommendations.

Thus, another fundamental question about algorithm development in operations management is

how humans perceive and interact with algorithms. A growing body of work has begun to study

this question from both operational and psychological perspectives (Dijkstra et al. 1998, Dietvorst

et al. 2015, 2018, Leung et al. 2018, Castelo et al. 2019, Dietvorst and Bharti 2020, Jago 2019,

Logg et al. 2019, Luo et al. 2019, Newman et al. 2020, Sun et al. 2020, Xu and Jago 2020). This

literature has largely highlighted that people are reluctant to use algorithms and prefer instead to

defer to judgments made by a human, regardless of whether the human is a peer, an expert, or their

own self. This reluctance may originate from people’s need for control (Dietvorst et al. 2018), need

for identity signaling (Leung et al. 2018), or their negative impressions about algorithms (such as

lack of authenticity, less empathy, and lower competence in certain contexts; Dietvorst and Bharti

2020, Jago 2019, Luo et al. 2019, Newman et al. 2020).

In particular, one growing concern is that algorithms may produce or reproduce discriminatory

outcomes and lead to new or more systematic biases than what humans have historically exhibited.

Critics are concerned that algorithms may reproduce disparities across demographic groups due to

(unconscious or conscious) biases in the objective functions that algorithms are set up to optimize

or in the data used to train algorithms (see Cowgill and Tucker 2019 a review). Scholars sharing

this concern have provided empirical support for the existence of algorithmic bias in the domains

of judicial decision-making (Angwin et al. 2016), hiring (Datta et al. 2015), targeted advertising

(Lambrecht and Tucker 2019), and health care (Obermeyer et al. 2019). Motivated by this concern,

researchers have studied various ways of defining and enforcing fairness when designing algorithms

(Corbett-Davies et al. 2017, Kleinberg et al. 2018). Extending this line of work on how and why
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algorithms actually produce unfair judgment, we study how workers perceive the fairness of algo-

rithmic decisions and how such fairness perceptions affect their behavior when algorithms are used

to make decisions related to workers’ tasks.

In work settings, algorithms are increasingly replacing human decision makers to determine

allocations of resources and tasks (e.g., delivery trips, customers, cases) across employees. We

specifically examine how an algorithmic task assignment process, relative to a human-based task

assignment process, changes task recipients’ fairness perceptions as well as its implications for their

productivity. To causally answer these questions, we conducted field experiments in collaboration

with Alibaba—the largest retailing platform in China—in its warehouse setting. In recent years,

e-commerce warehouses have started digitizing equipment and applying algorithms to many key

tasks within warehouses, such as picking, routing, scheduling, and bin packing (Sun et al. 2020).

We focus on picking tasks for which workers receive a picking order (denoted as a “pick list”) and

follow the pick list to pick products from different stocking shelves.

We conducted two field experiments in a warehouse. Before and in between our two experiments,

hard-copy pick lists were periodically printed out and placed on a table at the distribution station

for workers to take at their discretion. During our experiments, workers were randomly assigned

to one of two groups: workers in the algorithm group received picking tasks from a machine that

ostensibly relied on an algorithm to distribute pick lists, whereas workers in the human group

received picking tasks from a human distributor. In order to cleanly identify the impact of workers’

perceptions of algorithmic (vs. human-based) assignment process on productivity, we removed other

differences between these two types of task assignment processes. Specifically, unbeknownst to any

worker, the human distributor and the algorithm actually assigned tasks from the same pool of

available pick lists using similar rules at any given point, which guaranteed that the characteristics

of the pick lists as well as the matches between pick lists and workers were comparable between

two groups. Also, workers in both groups could only receive their tasks from a central distribution

station, which allowed us to control how long workers needed to walk to get their next task.

Moreover, we deliberately did not give workers any information about how the algorithm assigned

the tasks so that workers were not biased against or in favor of specific algorithms. In essence, we

kept the objective nature of these two task assignment processes as similar as we could, so the

difference we observe between these two assignment processes can be attributed to workers’ beliefs

and perceptions about the differences between algorithmic and human-based assignment.

The first, main experiment involved 50 temporary workers for 15 days in August-September,

2019. We collected data about all 4,486 pick lists completed by workers during this experiment,

along with 108 daily questionnaires from them. We present four key findings. First, we find that

workers hold different views about the fairness of these two assignment processes: workers receiving
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tasks from an algorithm on average perceive their assignment process as more fair than workers

receiving tasks from a human distributor, and the difference is 0.94-1.02 standard deviations (de-

pending on our model specifications). Second, we document productivity differences between these

two assignment processes: receiving tasks from an algorithm significantly increases workers’ picking

efficiency by 17.35%-19.39%, compared to receiving tasks from a human distributor. Third, we

estimate via an instrumental variable approach that a one-standard-deviation increase in fairness

perceptions can boost workers’ picking efficiency by 16.04%-16.98%. Finally, we find that the al-

gorithmic assignment process produces a larger productivity gain for workers who are more (vs.

less) emotionally sensitive to the difficulty of their tasks and for workers with a higher (vs. lower)

education level, because fairness perceptions play a bigger role in driving productivity for these

subsamples of workers. We conducted the second field experiment with a nonoverlapping sample

of workers in December, 2019-January, 2020 and validated the robustness of our main results.

To further validate our findings from the field, we also conducted an online experiment to study

the effect of algorithmic (vs. human-based) task assignment on perceived fairness among a different

population—201 people in the United States recruited from an online labor market (Amazon’s

Mechanical Turk). Study participants imagined working in a warehouse and receiving picking tasks

from either a machine or a human distributor. Despite imagining receiving the same picking tasks,

people on average perceived the assignment process run by a machine based on an algorithm as

more fair than the process run by a human. We replicated this pattern in another online experiment

with a slightly different design.

In summary, we empirically examine people’s psychological and behavioral responses to algo-

rithmic decision-making processes across experiments in different settings, and we provide the first

field experiments in an actual workplace to study this issue. By keeping the nature of pick lists

the same, our design provides a clean and conservative test of how people perceive algorithmic (vs.

human-based) decision-making processes and how people behave after receiving decisions made by

these processes. Theoretically, this angle differentiates our study from the large body of research

that examines sources of algorithm-engendered biases and compares algorithms and humans in the

actual level of inequality and discrimination they produce (Dwork et al. 2012, Angwin et al. 2016,

Kleinberg et al. 2016, Caliskan et al. 2017, Chouldechova 2017, Cowgill 2018, Kleinberg et al. 2018,

Lambrecht and Tucker 2019, Obermeyer et al. 2019). Practically, through this unique design, our

findings can help companies understand workers’ perceptions about algorithmic decision-making

processes and optimize the framing of task assignment processes. Altogether, our research comple-

ments the existing literature about human and algorithm collaboration, highlights the importance

of understanding workers’ fairness perceptions about work assignment when utilizing algorithms,

and provides insights for designing better human-algorithm collaboration in daily operations.
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The rest of the paper is organized as follows. Section 2 reviews the relevant literature and our

theoretical contributions. Section 3 develops our hypotheses. In Section 4, we introduce our field

setting and experimental design. Sections 5 and 6 present the effects of algorithmic assignment on

fairness perceptions and productivity as well as explore how these effects vary by workers. Section 7

reports an online experiment testing the effects of algorithmic assignment on fairness perceptions.

We discuss implications of our findings in Section 8. Our replication field and online experiments

are reported in Online Appendices.

2. Literature Review and Theoretical Contributions

Our work is mainly related to four research areas: human collaboration with algorithms, algorithmic

bias, operations management research about automation, and behavioral operations.

2.1. Human Collaboration with Algorithms

Our work is closely connected to the growing stream of literature studying how people perceive and

react to algorithms and automation. The primary focus of this literature has been on examining

whether humans, as users of algorithms, are willing to rely on algorithmic prescriptions and utilize

automated systems. With a few exceptions (Dijkstra et al. 1998, Logg et al. 2019), research in this

area has largely documented algorithm aversion, whereby people are reluctant to utilize algorithms

and automation (compared to their own judgment, human experts’ advice, or their peers’ aid),

despite the fact that algorithms give identical output or, in some cases, even superior performance

than humans (Dietvorst et al. 2015, 2018, Leung et al. 2018, Dietvorst and Bharti 2020, Jago

2019, Longoni et al. 2019, Luo et al. 2019). This may happen because people have less error

tolerance for algorithms than for human judges (Dietvorst et al. 2015), want to exert control

and signal their social identity by actively making or influencing a certain decision (Dietvorst

et al. 2018, Leung et al. 2018), or (mistakenly) believe that algorithms are less competent than

humans in certain circumstances (e.g., when making forecasts in inherently uncertain domains,

when expressing emotional connection and authenticity, and when performing a subjective task;

Dietvorst and Bharti 2020, Castelo et al. 2019, Jago 2019, Luo et al. 2019).

More recently, this literature has begun to examine how people as recipients of decisions made

about them (e.g., employees who receive personnel decisions, students who receive housing alloca-

tion decisions) respond to algorithmic versus human-based decision processes (Longoni et al. 2019,

Newman et al. 2020, Xu and Jago 2020). This line of research so far has found that people view

algorithms as less capable of taking into account their unique, contextual, and personal charac-

teristics (Longoni et al. 2019, Newman et al. 2020); as a result, people perceive algorithmic (vs.

human-based) decision-making as less procedurally fair and express less commitment to organiza-

tions (e.g., their companies, schools) that use algorithms (rather than humans) for decision making

(Newman et al. 2020, Xu and Jago 2020).
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We make several contributions to this literature. First, while recent research suggests that peo-

ple disfavor algorithms when they want decision-making processes to consider their unique and

personal characteristics (Castelo et al. 2019, Longoni et al. 2019, Newman et al. 2020, Xu and

Jago 2020), we recognize that people often have the equality motive—that is, they would like to

receive equal treatment and opportunity relative to others (Dawes et al. 2007, Rai and Fiske 2011).

The equality motive is a universal motive and often occurs in business operations (Rai and Fiske

2011). We complement prior research by documenting that algorithmic decision-making processes

are viewed more favorably than human-based decision-making processes in settings where peo-

ple prioritize the equality motive over other motives that highlight uniqueness and consideration

of personal characteristics. Second, while prior research has focused on how people collaborate

with algorithms on prediction tasks and consumer decision-making, we examine how employees

perceive algorithms that determine their tasks at work. Our empirical context in the field studies—

a labor-intensive working environment—is also a complement to the literature. Third, while the

prior research reviewed above has largely used laboratory and online experiments, we conducted

field experiments in a common operation setting (warehouse operations) to provide more external

validity of our insights. Fourth, going beyond examining people’s perceptions of algorithms that

determine their outcomes, we further study employees’ work behaviors and find a downstream

consequence of algorithmic work assignment process on productivity, which has been overlooked

by prior literature.

2.2. Algorithmic Bias

Our paper is also related to the emerging literature studying biases and discrimination engendered

by algorithms. Scholars are concerned that algorithms may inadvertently reproduce, codify, or

even amplify disparities due to biases in objective functions, people who build the algorithms, or

historical data (Cowgill and Tucker 2019), and have provided evidence that algorithms perpetuate

existing inequality in a variety of domains (Dwork et al. 2012, Datta et al. 2015, Angwin et al. 2016,

Kleinberg et al. 2016, Caliskan et al. 2017, Chouldechova 2017, Kleinberg et al. 2018, Lambrecht

and Tucker 2019, Obermeyer et al. 2019). This concern has motivated researchers to study how

to define and enforce fairness when designing algorithms (Corbett-Davies et al. 2017, Kleinberg

et al. 2018). Despite the concern around algorithmic bias, the research that compares algorithms to

human decision makers, although scarce, suggests that algorithmic judgment appears less biased

than human judgement, even when algorithms are trained on historical data involving biased human

decisions (Kleinberg et al. 2017, Cowgill 2018). This provides some empirical support for the more

positive view that the use of AI could have positive implications for social equality and fairness by

taking biased humans out of the equation.
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While prior work in this literature has focused on identifying when algorithms produce biased

outcomes and comparing algorithms to humans in the actual level of fairness generated, we study

people’s perceptions of algorithms’ ability to deliver fair treatments. We ask the fundamental ques-

tion of how knowing that one’s outcome is determined by an algorithm (vs. a human) affects

people’s perceived fairness about the decision process, which subsequently influences their behav-

iors. To examine this question, we keep the underlying decision-making logic and the assigned

outcomes the same but investigate how people’s perceptions change when they are led to believe

that their outcomes are decided by an algorithm rather than a human decision maker.

2.3. Automation in Operations Management

Our research adds to a large body of literature in operations management studying problems that

arise in the presence of automation, particularly research that incorporates the role of humans in

the design of automated systems (Van Donselaar et al. 2010, Ball and Ghysels 2017, Karacaoglu

et al. 2018, Zhang and Kulkarni 2018, Choudhary et al. 2020, Li et al. 2020, Sun et al. 2020).

For example, Van Donselaar et al. (2010) study how managers’ deviation from advice given by an

automated system could yield insights for how to improve the efficiency of the automated system.

Relatedly, Sun et al. (2020) find that workers deviate from algorithmic prescriptions because they

sometimes have information and behavioral biases that algorithms have not considered. Sun et al.

(2020) further find that using a machine learning approach to incorporate these drivers of deviations

into algorithm design can improve operational efficiency. While prior research in this area has

focused on how to make algorithms and automated systems more powerful (e.g., by learning from

humans’ deviations), we study how people’s perceptions about automation affect their efficiency.

We show, via field experiments, that in the presence of automation, psychological factors such as

fairness perceptions impact worker productivity.

2.4. Behavioral Operations

Finally, our work builds on the behavioral operations literature. This literature has documented

a number of behavioral and psychological drivers of productivity, such as team familiarity, time

pressure, peer pressure, quality monitoring, and free-rider effect (e.g., Huckman et al. 2009, Aksin

et al. 2015, Ibanez and Toffel 2020, Tan and Netessine 2019, Wu and Wang 2019, Xu and Zhu

2020), mostly based on archival data analysis. Through longitudinal field experiments, we document

that perceived fairness about task assignment is another important driver of productivity. Also,

the behavioral operations literature has shown that people fall prey to behavioral biases in many

operations settings, such as framing (Buell and Norton 2011, Kc 2020). For example, Kc (2020)

shows that the framing of patients’ admission time may affect doctors’ discharge decisions. Our

finding that people view a decision process as fairer and work more productively when the process
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is seemingly driven by an algorithm (vs. a human) provides an example where the framing of work

assignment affects operational efficiency.

3. Hypothesis Development

In this section, we present two hypotheses regarding how assigning tasks via algorithms versus hu-

mans affects task recipients’ fairness perceptions and productivity in prevalent work settings where

workers tend to prioritize the equality motive. Key determinants of people’s perceived fairness of

a process used to make and implement allocation decisions include whether the process is free

from decision makers’ personal biases, applies decision rules consistently across people and across

time, and uses appropriate factual information to make decisions (Leventhal et al. 1980, Tyler

1989, Colquitt et al. 2001). People may worry that a human decision maker would consciously or

unconsciously exhibit bias in favor of some individuals for unjustifiable reasons (e.g., close relation-

ships, physical attractiveness), but they may expect algorithms to be free of these personal biases

and more capable of consistently applying rules and producing equal outcomes across individuals.

Thus, we hypothesize that:

Hypothesis 1. Workers perceive a task assignment process as more fair if they believe the

process is implemented by an algorithm than if they believe the process is implemented by a human.

Our next hypothesis pertains to how algorithmic (vs. human-based) assignment affects pro-

ductivity. Research in psychology, organizational behavior, and behavioral economics consistently

suggests that people desire fair treatments and behave differently at work in accordance to whether

they think they are fairly treated in their organizations (see Cohen-Charash and Spector 2001,

Colquitt et al. 2001, Fehr et al. 2009, Greenberg and Colquitt 2013 for reviews of relevant research).

In particular, meta-analyses of hundreds of studies suggest that procedural fairness perceptions

have a moderately positive correlation with work performance on average (r = 0.30; Colquitt et al.

2001) and that the relationship is stronger among actual employees in work settings (r = 0.47) as

opposed to students in laboratory studies (Cohen-Charash and Spector 2001). Building on prior re-

search, we predict that in our research settings, as an algorithmic task assignment process increases

people’s perceived fairness, it should subsequently have a positive impact on their productivity.

Hypothesis 2. Workers are more productive if they believe their task assignment process is

implemented by an algorithm than if they believe the process is implemented by a human.

4. Experiment Design and Data
4.1. Field Setting and Experiment Design

Our field experiments were conducted in collaboration with Alibaba. In 2013, along with five

package delivery companies, Alibaba co-founded Cainiao Network (hereafter, “Cainiao”), a logis-

tic platform operator dedicated to digitizing the shipping industry and building a smart logistic
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network nationally and globally. Cainiao has the largest bonded warehouse network in China

and manages more than 60% packages from Alibaba’s Chinese retail marketplaces. Its vision

is to achieve 24-hour delivery anywhere in China and 72-hour delivery anywhere globally. (See

https://www.alibabagroup.com/en/ir/presentations/Investor Day 2019 CainiaoNetwork.pdf.)

We study one core task that workers perform in warehouses: picking, which requires that workers

pick certain products from different shelves following specific picking orders (or “pick lists”). When

an online purchase order is placed on Alibaba, Cainiao’s warehouse management system first decides

which warehouse should fulfill the order based on the Stock Keeping Units (SKUs) included in

the order and their stocking information. After accumulating a number of purchase orders for a

given warehouse, the system generates a list of pick lists for this warehouse, with each pick list

usually covering multiple purchase orders. A pick list contains information about products that a

worker should pick, including SKU name, the quantity the worker should pick for each SKU, and

the stocking location of each SKU (see Online Appendix A for an example pick list.)

We conducted two experiments in one of Cainiao’s warehouses where picking workers were paid

hourly. Before and in between the experiments, a staff member in the warehouse periodically

printed out pick lists as physical hard copies and placed them on a table at the pick list distribution

station so that workers could get pick lists themselves based on their own preferences. During

our experiments, we manipulated how picking workers received pick lists and randomly assigned

workers into either the human group or the algorithm group. We set up two tables side by side at

the distribution station, one for the human group and the other for the algorithm group.

In the human group, hard-copy pick lists were printed and assigned by a human distributor.

Specifically, a human distributor stood at the human-based assignment table and periodically

printed out a stack of hard-copy pick lists from the pool of available pick lists. The selection of

pick lists from the pool and the printing order were designed to be random. When a worker in

the human group came to the human-based assignment table, the human distributor handed the

worker a hard-copy pick list. Upon receiving the pick list, the worker scanned the bar code on the

pick list using a radio-frequency hand-held monitor, at which time Cainiao’s system would record

the starting time of this pick list. After scanning the bar code on the hard-copy pick list, the picking

worker no longer needed the hard-copy pick list since she could access the pick list’s information

on her hand-held monitor. In the algorithm group, picking tasks were assigned to workers by an

algorithm. Specifically, when a worker in the algorithm group came to the distribution station for

her next pick list, she would scan a bar code on the algorithmic assignment table at the station.

This would trigger the algorithm to randomly choose a pick list from the pool of available pick lists

and then display the selected pick list on the worker’s hand-held monitor. At that time Cainiao’s

system would record the starting time of this pick list.
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From this point on, the process of completing a pick list was the same in the algorithm and

human groups. Upon the pick list showing up on their monitor, workers in both groups would walk

to the stocking location of the first SKU on their pick list. Once they found the first SKU and put

the corresponding quantity into a cart, they scanned the bar code of the first SKU to record that

they successfully picked the first SKU. Then information about the next SKU would show up on

the hand-held monitor. When workers picked the last SKU in their pick list and scanned its bar

code, the pick list would be marked as completed and the finish time would be recorded. Figure 1

illustrates the pick list generation and picking process for both groups of workers.

Note that the pick list assignment process in both the human and algorithm conditions dif-

fered from how pick lists were assigned in this warehouse before and in between our experiments.

Thus, the preexperiment assignment process could not have served as an anchor that differently

affected workers’ perceptions of algorithmic versus human-based assignment process during our

experiments. Workers and human distributors were unaware of the objectives of our experiments

or our hypotheses, and they did not have information about the algorithm in use. (It is common

in China for workers in labor-intensive jobs (e.g., factories, warehouses) to simply complete tasks

as instructed without asking about why certain procedures are implemented.) We also did not

disclose our research objectives or hypotheses to the operation manager in the warehouse.

During our conversations with workers in other warehouses that had humans distribute hard-

copy pick lists (rather than let workers take pick lists laid on a table at their own discretion, as in

our collaborating warehouse before our experiments), a few workers expressed concerns that human

distributors might assign easier tasks to workers they were familiar with and that factors such as

appearance might play a role in human distributors’ allocation decisions. To cleanly examine how

workers perceive algorithmic assignment processes (relative to human-based assignment processes),

we need to make sure that the accessibility and distribution of pick lists are not statistically

different between those two conditions so that the two conditions only differ in workers’ perceived

distributor (i.e., algorithm vs. human). We took several measures to ensure this.

First, pick lists assigned to workers at any given point were drawn from the same pool of pick

lists using the same underlying rule, regardless of whether workers received pick lists from a human

distributor or an algorithm. Specifically, in the human group, as we mentioned above, when human

distributors periodically printed out a stack of hard-copy pick lists, pick lists were randomly selected

from the pool of available pick lists and printed out in a random order. During our experiments,

we instructed human distributors in our collaborating warehouse to give out pick lists in the same

(random) order in which pick lists were printed. This instruction prevented human distributors

from handing out pick lists at their own discretion (as they might have done without our explicit

instructions). In the algorithm group, the algorithm by design randomly selected a pick list from
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the pool of available pick lists each time. Therefore, in essence, workers in both groups received

pick lists that were randomly drawn from a common pool of pick lists. Our following randomization

check in Section 4.3 also confirms that the characteristics of pick lists are comparable between

conditions. Second, during our experiments, workers in both groups had to walk to the same

location to obtain their next pick list, which allowed us to eliminate the effects of different walking

distances on productivity. In other words, it cannot be the case that workers in the algorithm

group walked less (or more), were less (or more) fatigued, and thus were more (or less) productive

than workers in the human group. Third, we sought to make the process of receiving pick lists

equally simple for workers in both groups, so differences in productivity could not be driven by

how inconvenient workers found the assignment process. Indeed, as shown in 4.3, workers in both

groups rated the process of receiving pick lists as similarly convenient.

A potential concern about our experimental design is interference between workers; that is, the

behavior of a particular worker may depend not only on her own pick list assignment process but

also on the assignment process experienced by others in the warehouse (e.g., because they may

communicate with each other). Following Aronow (2012), we conducted an ex-post statistical test to

confirm that such interference between workers was unlikely to drive our results (See detail in Online

Appendix B). While other experimental designs may avoid such potential interference between

workers, we consider our approach the cleanest among all feasible approaches (similar to Fryer Jr

et al. 2012, Hossain and List 2012, Bloom et al. 2015). One alternative design is to randomly assign

different days into one of the two conditions (e.g., Buell et al. 2017). Though this approach avoids

co-location of the algorithm and human groups, it has two significant limitations in our setting.

First, workers who work in a warehouse for multiple days would likely experience both the algorithm

and human conditions in this alternative design, in which case interference between conditions could

arise because workers’ experiences with one condition may affect their perceptions and behavior in

the other condition. Second, in our setting, picking tasks differ substantially across work days (e.g.,

promotion days versus non-promotion days). Considering the frequency of promotions for various

product categories at Alibaba, we need to run our experiments for at least a few months to get

a comparable set of work days assigned to the algorithm group versus the human group, which is

infeasible in our setting. Another alternative design is to run the experiment in many warehouses

and assign workers to the human or algorithm condition at the warehouse level. Though this would

ensure that workers in one condition do not communicate with workers in the other condition, this

approach has its own challenge. Picking tasks usually differ greatly across warehouses in terms of

the number of items in a pick list, the number of stocking areas covered by a pick list, and walking

distance, and these factors could largely affect workers’ productivity. Ideally, this problem would

be resolved if we could run our experiments in hundreds of warehouses (as in Duflo and Saez 2003,
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Banerjee et al. 2007); however, this is logistically infeasible based on Cainiao’s current priorities

and the logistics of setting up the experiment in a standardized way across a large number of

warehouses.

Our two field experiments had the same design but were run at two different times involving

nonoverlapping samples of workers. We focus on the first field experiment in this paper, and report

the second field experiment as a replication study in Online Appendix C. Our first, main experiment

spanned 15 days, starting from August 20, 2019 and ending on September 6, 2019. On August 25-

26 and August 30, 2019, the warehouse had a much heavier workload than usual due to Alibaba’s

platform-wide “shopping holidays” so the experiment was temporally halted on these days. This

field experiment involved 50 temporary workers. On average, they worked 2.16 days during our

experiment, yielding a total of 108 person-day pairs. These workers completed 4,486 pick lists in

total.

4.2. Survey Design and Data

During our experiment, we collected two types of data: (1) operations data from the warehouse

management system tracking the characteristics and processing time of each pick list, and (2)

workers’ responses to surveys that we administered every day. For each pick list, we track three

characteristics that capture key information visible on a pick list (as shown in Online Appendix

A)—the pick list size (i.e., the total quantity of items to be picked in the pick list), the inventory

area (i.e., one of the two regions in the warehouse where items in the pick list were stocked), and

the number of stocking positions (i.e., the number of shelf positions in which items in the pick list

were stocked). In addition, we track the identifier of the worker who handled this pick list and the

times when the worker started versus completed the pick list. Figure 2 provides the distributions

of pick list statistics across 4,486 pick list observations in our first experiment. Figure 2(a) shows

the distribution of pick list size. Since the picking carts that workers used to temporarily store
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(a) Pick List Size (b) Number of Stocking Positions

(c) Picking Efficiency

Figure 2 Distributions of Pick List Statistics in the Field Experiment

products they collected had capacity limits, most (72.96%) pick lists contained no more than 20

items. Figure 2(b) shows the distribution of the number of stocking positions. Since pick lists were

intended to combine items in the same stocking position, the number of stocking positions was

usually smaller than the number of items in a pick list. Figure 2(c) displays the distribution of

picking efficiency across pick lists. Picking efficiency, defined as the average quantity of items a

worker picked per minute while working on a pick list, equals the total quantity of items in a pick

list divided by how long (in minutes) it took a worker to complete the pick list.

At the end of each day, we distributed surveys to all picking workers who showed up in the

experiment that day. Workers were told that their responses would be kept confidential, would not

be shared with anyone else at the warehouse, and would be used exclusively for research purposes.

Our daily survey collected workers’ perceptions about their pick list assignment process as well as

their demographics. We developed two questions to assess workers’ perceived fairness about their

current assignment process (relative to the alternative assignment process their peers encountered;

see Table 1). (When assessing people’s attitudes towards algorithmic and human-based decision-

making, prior research has often had people make head-to-head comparisons of these two methods

(e.g., Dietvorst et al. 2015, 2018, Longoni et al. 2019)). First, we asked workers whether they

thought it would be more fair to assign pick lists using the alternative process than using their

current process. Specifically, workers in the algorithm group were asked, “Do you think it would

be more fair if pick lists were assigned by a human distributor?” Workers in the human group

were asked, “Do you think it would be more fair if pick lists were assigned by an algorithm?”

Workers in both groups responded using a five-point Likert scale from 1 (“Definitively would”) to

5 (“Definitively would not”). In both groups, choosing a higher value (relative to a lower value)
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indicates that the worker viewed their current assignment process more favorably and less strongly

believed the alternative assignment process would be more fair.

Second, we asked workers, “Which assignment process do you think is more appropriate if you

were paid by item instead of by time?” (with the five-point scale ranging from 1 = “Definitively

algorithmic assignment” to 5 = “Definitively human-based assignment”). We framed the ques-

tion this way because people are generally sensitive to fairness in task assignment when receiving

performance-based incentives (Isaac 2001). Thus, we expected that workers would report what they

deemed as a fairer assignment process when they were asked to pick their preferred assignment

process under a piece-rate pay scheme. For workers in both groups, choosing a higher number in

response to our second question indicates that the worker viewed human-based assignment more

favorably. Since we wanted to compare between groups how fair workers believed their current as-

signment process to be, we reverse coded the responses of workers in the algorithm group so that a

higher value instead would indicate that the worker viewed algorithmic assignment—their current

assignment process—as more fair. Specifically, we used six to subtract the original answer of each

worker in the algorithm group. For example, if a worker in the algorithm group gave an answer

of one, the worker’s reverse-coded answer would be five. Reverse coding scale items is a common

practice in Psychology and other fields that use survey responses (e.g., Lachman and Weaver 1998,

Haimovitz and Dweck 2016). For workers in the human group, we made no adjustment to their

original answers. In the end, for workers in both groups, a higher (vs. lower) value indicates that

the worker viewed their current assignment process as more fair than the alternative process.

Workers’ responses to these two questions (after we reverse coded the second question) are signif-

icantly and positively correlated (r= 0.31; p= 0.001). For each worker each day, we averaged her re-

sponses to these two questions to measure the extent to which she perceived her current assignment

process as fairer than the alternative process (Perceived Fairness). To facilitate the interpretation

of how fairness perceptions affect productivity, we constructed Standardized Perceived Fairness,

which equaled Perceived Fairness divided by its standard deviation in the whole sample. Moving

forward in this paper, we report results using this standardized measure.

To evaluate the convenience of their assignment process, we asked workers, “How convenient do

you feel it is to receive your pick lists today?” Workers responded to this question using a five-point

Likert scale (from 1 = “Very convenient” to 5 = “Very inconvenient”). We reverse coded their

answers such that a higher value indicates greater convenience. As explained in Section 4.1, we

were careful to ensure that it was not easier to receive pick lists in one group than in the other;

otherwise, it could create an alternative explanation for productivity differences between groups.

Thus, we asked workers this question to confirm no differences in this aspect.
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Table 1 Measures of Fairness Perceptions

Question Group Question
number wording

1 Algorithm Do you think it would be more fair
if pick lists were assigned by a human distributor?
(1=Definitively would, 5=Definitively would not)

Human Do you think it would be more fair
if pick lists were assigned by an algorithm?

(1=Definitively would, 5=Definitively would not)

2 Algorithm Which assignment process do you think is more
appropriate if you were paid by item instead of by time?

(1=Definitively algorithmic assignment, 5=Definitively human-based assignment)

Human Which assignment process do you think is more
appropriate if you were paid by item instead of by time?

(1=Definitively algorithmic assignment, 5=Definitively human-based assignment)

Note: The English translation does not match the Chinese version of our survey word by word, but it captures

the meaning of our survey questions and scales well after considering the context.

To evaluate workers’ emotional sensitivity to task difficulty, we asked workers how often they

would feel upset if they received pick lists that were difficult to handle. Workers responded to this

question using a five-point Likert scale (from 1 = “Always” to 5 = “Never”). We reverse coded

their answers to this question such that a higher value indicates that the worker was more sensitive

to task difficulty. We used this variable for an analyses of heterogeneous treatment effect.

To collect demographics, we asked workers to provide their gender (female or male), education

(middle school or under, high school, or college or above), residence (rural or urban), and age. Since

two workers did not report residence information (both of whom only worked one day during our

experiment), when we add demographic controls to regressions, two observations are dropped from

our regressions predicting perceived fairness and 71 observations are dropped from our regressions

predicting picking efficiency.

4.3. Randomization Check

To confirm that our randomization process was successful, we compare workers’ demographics

and the number of days they came to work in the warehouse between the algorithm and human

groups. As shown in Panel A of Table 2, the proportion of females, education levels, the proportion

of workers born in urban areas, age, and the number of work days during our experiment do

not significantly differ between two groups. The Kolmogorov–Smirnov test further shows that the

distributions of age and work days (the only two continuous demographics variables) are comparable

between the two groups of workers. These findings suggest that we have a comparable sample of

workers between groups and thus our randomization process was successful.

As explained earlier, we tried to keep it equally convenient to receive pickbills in the algorithm

and human groups. Indeed, workers’ survey responses confirmed that workers found their pickbill
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Table 2 Randomization Check

Pick list assignment process Statistical test

Human-based Algorithmic p-value of p-value of p-value of
assignment assignment t-test prop-test ks-test

(1) (2) (3) (4) (5)

Panel A: Worker characteristics and perceived convenience
Gender 0.40 0.44 – 0.77 –

(0.50) (0.51)
Education 1.52 1.60 0.69 – –

(0.65) (0.76)
Residence 0.25 0.13 – 0.27 –

(0.44) (0.34)
Age 29.36 24.88 0.08 – 0.28

(9.17) (8.35)
Number of work days 2.40 2.00 0.41 – 0.91

(2.00) (1.35)
Process 3.72 4.08 0.15 – 0.70
convenience (0.98) (0.76)
Observations 25(24 for residence) 25(24 for residence) – – –

Panel B: Pick list characteristics
Pick list size 20.09 21.04 0.13 – 0.12

(20.48) (20.62)
Number of stocking positions 7.10 7.34 0.25 – 0.43

(6.41) (7.30)
Inventory area 0.63 0.63 – 0.74 –

(0.48) (0.48)
Observations 2,474 2,012 – – –

Note: Standard deviations are reported in the parentheses.

Note: The categorical variables in the table are defined as follows: gender: 0-male, 1-female; education: 1-middle

school or under, 2-high school, 3-college or above; residence: 0-rural, 1-urban; inventory area: 0-inventory area 1,

1-inventory area 2.

Note: Process convenience: for workers that worked for more than one day during our experiment, we took the

average of their responses across days to get an average measure of process convenience.

Note: We also perform randomization checks on pick list characteristics using OLS regressions. We predict pick

list characteristics as a function of each worker’s assignment group, following specification (2) that we describe

later. All p-values are greater than 0.3.

assignment process similarly convenient between two groups (Panel A in Table 2). Moreover, as

mentioned earlier, an important feature of our experiment is that pick lists were distributed to

workers in two groups using the same underlying process. To confirm this was indeed the case,

we compare the characteristics of pick lists received by workers in the algorithm versus human

group. As our design intended, key pick list characteristics—pick list size, the number of stocking

positions, and inventory area—are quite similar between groups (Panel B of Table 2), confirming

that the two groups of workers actually received pick lists of the same nature.
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5. Main Results from Our Main Field Experiment
5.1. The Effect of Algorithmic Assignment on Perceived Fairness

We first test whether assigning pick lists via an algorithm boosts workers’ perceived fairness about

their task assignment process, relative to assigning pick lists via a human (Hypothesis 1). To test

this hypothesis, we apply the following regression specification to worker-day-level observations,

with each observation representing worker i on day t:

Standardized perceived fairnessit = η0 + η1Algorithmi + η2Xi +λt + εit, (1)

where Standardized perceived fairnessit refers to worker i’s standardized perceived fairness on

day t, Algorithmi is a binary variable equaling one if worker i was in the algorithm group and

zero if worker i was in the human group, and Xi is the vector of demographics controls including

worker i’s gender, education, residence, and age. λt captures day fixed effects. We cluster standard

errors at the worker level. We analyze fairness at the worker-day level because this is our most

granular level of observation for capturing fairness (given that each worker provided their fairness

perceptions once each work day).

We report results from specification (1) and its variants (with or without controls) in Table 3.

In Column 1 (without any control variables), a positive and significant coefficient on the indicator

Algorithm (p-value < 0.0001) indicates that receiving pick lists from an algorithm significantly

increases workers’ perceived fairness about their assignment process, compared to receiving pick

lists from a human distributor. Specifically, algorithmic assignment (relative to human-based as-

signment) increases perceived fairness by 0.94 standard deviations. This effect is robust and even

becomes slightly larger when we control for day fixed effects (0.96 standard deviations, p-value

< 0.0001; Column 2) as well as when we control for both day fixed effects and worker demographics

(1.02 standard deviations, p-value < 0.0001; Column 3). Overall, these results support Hypothesis

1 that assigning pick lists by an algorithm (vs. a human) boosts workers’ perceived fairness about

their pick list assignment process.

We suspect that the positive effect of algorithmic assignment on fairness perceptions occurs be-

cause in our labor-intensive working environment where tasks are easier to be quantified, picking

workers hold a strong equality motive for task assignments. To test this intuition, we distributed a

survey to workers involved in our second field experiment (from December 27, 2019 to January 5,

2020) when they started their shift (see Online Appendix C). We asked workers whether they be-

lieved it is more important to ensure equality in task assignments or to customize task assignments

based on workers’ personal characteristics. Workers responded to this question using a five-point

Likert scale from 1 (“Definitely prefer equality”) to 5 (“Definitely prefer consideration of personal
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Table 3 The Effects of Algorithmic (vs. Human-based) Assignment on Perceived Fairness and Productivity

Dependent variable Standardized perceived fairness Picking efficiency

(1) (2) (3) (4) (5) (6)

Algorithm 0.94∗∗∗∗ 0.96∗∗∗∗ 1.02∗∗∗∗ 0.70∗∗ 0.68∗∗ 0.76∗∗

(0.20) (0.20) (0.23) (0.27) (0.23) (0.26)

Day fixed effects No Yes Yes No Yes Yes
Hour fixed effects No No No No Yes Yes
Demographics controls No No Yes No No Yes
Observations 108 108 106 4,486 4,486 4,415

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001; ∗∗∗∗p<0.0001. Average picking efficiency in the human group was 3.92.

factors”). Workers’ average response was 2.49 (95% confidence interval [2.28,2.69]), which is sig-

nificantly lower than 3, the mid-point of the scale (p < 0.0001). This suggests that workers in our

field setting on average consider it more important to ensure equality than to take into account

everyone’s personal characteristics in task assignment.

To further understand why workers perceived algorithmic assignment more fair than human-

based assignment when they care strongly about equality, we conducted structured interviews with

13 workers after both of our field experiments ended. When asked whether a pick list assignment

process run by a human distributor would be fair or unfair, more than half of workers (N=7)

indicated that a human-based assignment process might cause unfair outcomes. These workers

mostly justified their judgment by mentioning that they believed human distributors are subject

to personal biases. In addition, when asked whether they thought the pick list assignment process

would be more or less fair if they could receive pick lists by scanning a bar code than if they

could receive pick lists from a human distributor, most workers (N=10) believed that the process

run by a machine would be more fair; and most of these workers (N=8) explained that they

believed an algorithmic assignment process does not fall prey to human distributors’ personal

preferences, would be able to deliver equal treatments across workers, and would not selectively

favor or disadvantage certain workers. We present details about our interviews in Online Appendix

D.

5.2. The Effect of Algorithmic Assignment on Productivity

We next test whether assigning pick lists via an algorithm (vs. a human) enhances workers’ pro-

ductivity (Hypothesis 2). To test this hypothesis, we apply the following specification to pick list

observations:

Picking efficiencyikt = δ0 + δ1Algorithmi + δ2Xi +λt + εikt, (2)

where Picking efficiencyikt refers to the quantity of items worker i picked per minute for pick list

k at time t, and Algorithmi and Xi are defined the same as in specification (1). In addition to day
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fixed effects, λt also includes hour fixed effects since pick list characteristics often change across

hours within a day. We cluster standard error at the worker-hour level. We analyze productivity

at the pick-list level because this is our most granular level of observation for capturing picking

efficiency.

As shown in Columns 4-6 in Table 3, the coefficient on the indicator Algorithm is positive and

statistically significant (all p-values < 0.01) with or without controls, which means that the al-

gorithmic assignment treatment significantly improves workers’ productivity. Specifically, without

control variables, we estimate that assigning pick lists via an algorithm increases worker produc-

tivity by 17.86%, relative to the average picking efficiency of 3.92 in the human-based assignment

group (Column 4). When we control for day and hour fixed effects, the effect size decreases slightly:

the percentage increase in productivity caused by algorithmic assignment (relative to human-based

assignment) is 17.35% (Column 5). This effect is robust and even slightly larger when we add

demographics controls (19.39%; Column 6).

5.3. Average Treatment Effect of Perceived Fairness on Productivity

Next, we estimate how workers’ perceived fairness about their work assignment process affects their

productivity. To causally estimate this effect, we take the instrumental variable (IV) approach and

use the following specifications to explain our IV estimation:

Picking efficiencyikt = α0 +α1Standardized perceived fairnessikt +α2Xi +λt + εikt (3)

and

Standardized perceived fairnessikt = β0 +β1Algorithmi +β2Xi +λt + εikt. (4)

Directly using specification (3) to estimate the effect of fairness perceptions on productivity

does not yield a causal estimate because of the omitted variable bias. Unobserved variables, such

as worker ability, can be correlated with both how fair workers believe they are treated and

their productivity. Therefore, we use the random assignment of workers to the algorithm group

as an IV for their fairness perceptions. The two-stage least squares estimate is given in specifi-

cations (3) and (4), and standard errors are clustered at the worker-hour level. Though workers

reported perceived fairness once each work day (which is why specification (1) has the notation

Standardized perceived fairnessit), here we use Standardized perceived fairnessikt as the notation to

indicate the level of observation (i.e., pick-list level) used in the two-stage least squares estimation.

To validate our IV estimation, we first check the relevance assumption: the IV Algorithmi should

be correlated with the independent variable Standardized perceived fairnessikt. Table 3 shows that

algorithmic (vs. human-based) assignment process can significantly affect workers’ perceived fair-

ness. We also confirms that this effect is statistically significant under specification (4) used in
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our IV estimation (all p-values < 0.0001). In addition, our IV passes the weak instrument test (F

= 1477.71).

We next check the exclusion restriction assumption, which requires that the IV Algorithmi be

independent of the εikt in specification (3). That is, assigning pick lists by an algorithm (vs. a

human) should only affect productivity by altering the workers’ fairness perceptions and should

not be correlated with any other factors that influence productivity. This assumption is satisfied

for two reasons. First, since we randomly assigned workers to receive pick lists from either an

algorithm or a human distributor, Algorithmi by design should not be correlated with variables

whose value was determined prior to the experiment (e.g., worker characteristics), which we indeed

verify in Section 4.3.

Second, while it is impossible to statistically prove, we carefully designed our experiment to

ensure that our experimental manipulation does not affect productivity via other mechanisms than

fairness perceptions. During our structured interviews, we asked picking workers, “what factors usu-

ally influence your motivation and productivity?” The most frequently mentioned factors, brought

up by 7 out of 13 workers, involve pick list characteristics including the number of items they have

to collect and how many stocking positions they have to get products from. As explained in Section

4.1, we worked hard to ensure that human-based assignment and algorithmic assignment essentially

used the same underlying rule, and we confirmed that the key pick list characteristics that work-

ers in our interviews highlighted—pick list size, the number of stocking positions, and inventory

area—are comparable between the algorithm and human groups (Panel B of Table 2). Another

factor, which was brought up by 2 out of 13 workers, is the convenience of obtaining pick lists. As

explained in Section 4.1, we tried to make it equally convenient to obtain pick lists between groups.

We had workers go to the same location to get their pick lists so we could keep walking distance in

the assignment process the same between groups. As shown in Panel A of Table 2, workers found

it similarly convenient to receive pick lists in the algorithm and human groups. Furthermore, we

also asked workers, “besides pick list characteristics and the assignment process, what other factors

may influence your productivity?” Factors brought up by workers include special circumstances

(whether certain products are out of stocks, whether picking carts are temporarily unavailable),

physical work environment (warehouse temperature, weather), and workers’ physical well-being.

All these factors should be comparable between two groups of workers since they worked in the

same environment and were randomly assigned to the algorithm or human group.

Table 4 shows the average treatment effect of perceived fairness on productivity using IV esti-

mation. We consistently find that workers’ perceived fairness has a positive effect on productivity

regardless of whether we include control variables (all p-values < 0.01 in Columns 1-3). Specifi-

cally, as perceived fairness increases by one standard deviation, worker productivity is estimated to
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Table 4 IV-Estimated Effect of Perceived Fairness on Productivity

Dependent variable Picking efficiency

(1) (2) (3)

Standardized perceived fairness 0.72∗∗ 0.68∗∗ 0.68∗∗

(0.27) (0.23) (0.24)

Day fixed effects No Yes Yes
Hour fixed effects No Yes Yes
Demographics controls No No Yes
Observations 4,486 4,486 4,415

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001. Average picking efficiency across algorithm and human groups was 4.24.

significantly increase by 16.04%-16.98%, relative to the average pick efficiency of 4.24 across both

algorithm and human groups (Columns 1-3).

6. Heterogeneous Treatment Effects from Our Main Field Experiment

In this section, we test how the effects of algorithmic (vs. human-based) assignment on fairness

perceptions and productivity vary across workers. Understanding which type of worker experiences

greater productivity gains under algorithmic assignment may not only shed further light on why

algorithmic assignment boosts productivity in our setting but also suggest to managers the segment

of workers to whom they could first apply algorithmic assignment processes.

6.1. Sensitivity to Task Difficulty

We first test whether workers with a higher sensitivity to task difficulty may exhibit a larger boost

in productivity when they receive pick lists from an algorithm than when they receive pick lists

from a human distributor. We suspect that workers who tend to feel upset about receiving difficult

tasks care more about whether they receive tasks from a fair process and are more likely to adjust

their behavior based on how fairly they think they are treated, compared to workers who tend not

to feel upset about getting difficult tasks. Therefore, fairness perceptions about a task assignment

process should have a larger positive impact on productivity among workers who are more (vs. less)

upset about getting difficult tasks. Combining this argument with our Hypothesis 1 that workers in

our setting perceive an algorithmic assignment process as more fair than a human-based assignment

process, we suspect that workers with a high sensitivity to task difficulty would show a larger

productivity difference between algorithmic and human-based assignment processes, compared to

workers with a low sensitivity to task difficulty.

To test this prediction, we construct a measure of sensitivity to task difficulty using workers’

responses to our survey question that asked them how often they felt upset when they received

difficult tasks. (One worker didn’t answer this question and was thus dropped from our analysis

involving sensitivity to task difficulty. This worker was also one of the two workers who did not
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Table 5 HTE Based on Sensitivity to Task Difficulty

Subsamples of workers:

High sensitivity Low sensitivity

(1) (2) (3) (4) (5) (6)

Panel A: The effect of algorithmic assignment on perceived fairness
Dependent variable Standardized perceived fairness

Algorithm 1.26∗∗∗∗ 1.24∗∗∗∗ 1.60∗∗∗∗ 0.78∗ 0.77 1.15∗

(0.28) (0.28) (0.32) (0.32) (0.44) (0.45)

Day fixed effect No Yes Yes No Yes Yes
Demographics controls No No Yes No No Yes
Observations 54 54 53 53 53 53

Panel B: The effect of algorithmic assignment on productivity
Dependent variable Picking efficiency

Algorithm 1.19∗∗∗ 1.06∗∗∗ 1.48∗∗∗∗ 0.10 0.19 −0.24
(0.39) (0.34) (0.37) (0.34) (0.32) (0.30)

Panel C: Average treatment effect of perceived fairness on productivity
Dependent variable Picking efficiency

Standardized perceived fairness 1.04∗∗∗ 0.93∗∗∗ 0.97∗∗∗∗ 0.11 0.20 −0.18
(0.35) (0.30) (0.23) (0.38) (0.33) (0.23)

Day fixed effect No Yes Yes No Yes Yes
Hour fixed effect No Yes Yes No Yes Yes
Demographics controls No No Yes No No Yes
Observations 2,361 2,361 2,311 2,104 2,104 2,104

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001; ∗∗∗∗p<0.0001. Average picking efficiency in the human group was 3.90 for

workers with a higher sensitivity to task difficulty and 3.95 for workers with a lower sensitivity; average picking

efficiency across algorithm and human groups was 4.49 for workers with a higher sensitivity to task difficulty and

3.99 for workers with a lower sensitivity.

provide residence information.) For workers that worked for more than one day, we took the average

of their responses across days. The median of this measure was 2 across workers. We split our

sample based on the median such that workers whose average response was higher than 2 were

in the “high sensitivity” category (N=21) and workers whose average response was equal or lower

than 2 were in the “low sensitivity” category (N=29). For these two subsamples of workers, we

separately estimate the effect of algorithmic (vs. human-based) assignment on perceived fairness

using specification (1) and on productivity using specification (2), as well as the average treatment

effect of perceived fairness on productivity using specifications (3)-(4). We report the results of

these regressions in Table 5.

As shown in Panel A of Table 5, assigning pick lists via an algorithm (vs. a human distributor)

significantly increases workers’ fairness perceptions about their current assignment process by 1.24-

1.60 standard deviations (depending on the inclusion of control variables) among workers with a

high sensitivity to task difficulty (all p-values < 0.0001 in Columns 1-3). The effect is directionally

weaker but still generally holds among workers with a low sensitivity to task difficulty: among this
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subsample, algorithmic assignment increases perceived fairness by 0.78-1.15 standard deviations,

relative to human-based assignment (p-values < 0.05 in Column 4 without controls and Column 6

with full controls).

As shown in Panel B of Table 5, algorithmic assignment boosts the productivity of workers with

a high sensitivity to task difficulty by 27.18%-37.95%, relative to the average picking efficiency of

3.90 among workers with a high sensitivity in the human group (all p-values < 0.001 in Columns 1-

3). However, algorithmic (vs. human-based) assignment does not significantly impact productivity

of workers with a low sensitivity to task difficulty (Columns 4-6).

Furthermore, Panel C of Table 5 indicates that fairness perceptions have a stronger impact on

workers with a high sensitivity to task difficulty than on workers with a low sensitivity. Specifically,

for workers with a high sensitivity, increasing perceived fairness by one standard deviation can

lead to an increase in productivity by 20.71%-23.16%, relative to the average pick efficiency of 4.49

across all high-sensitivity workers (all p-values < 0.001 in Columns 1-3). However, the effect of

fairness on productivity is close to zero in magnitude and not statistically significant among those

with a low sensitivity (Columns 4-6). Altogether, we find that workers with a higher (vs. lower)

sensitivity to task difficulty exhibit a bigger productivity lift when they receive pick lists from an

algorithm than from a human distributor. This increase in productivity is likely to be due to the

bigger role that fairness perceptions play in driving more sensitive workers’ productivity.

6.2. Workers’ Education Level

We next explore whether workers’ education levels affect how they respond to algorithmic assign-

ment. People with higher levels of education tend to have higher self-esteem, maintaining a more

positive evaluation of their own worth, value, and importance, compared with these with lower

levels of education (Twenge and Campbell 2002). Further, people with high self-esteem, relative

to these with low self-esteem, are more eager to embrace fair treatments and more likely to adjust

their attitudes and effort at work based on their fairness perceptions (Wiesenfeld et al. 2007).

Connecting these arguments, we speculate that fairness perceptions about task assignment process

would have a larger impact on productivity for workers with a higher education level than for

workers with a lower education level. Thus, workers with a higher (vs. lower) level of education

may improve productivity by a larger degree when they receive pick lists from an algorithm than

from a human.

We split our sample by education level: workers whose education level is at or below middle

school form a subsample (N=28), and workers whose education is at or above high school form

another subsample (N=22). We separate the sample based on whether a worker achieved a degree

higher than middle school because China has the nine-year compulsory education policy: citizens
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Table 6 HTE Based on Workers’ Education Level

Subsamples of workers:

High school or above Middle school or under

(1) (2) (3) (4) (5) (6)

Panel A: The effect of algorithmic assignment on perceived fairness
Dependent variable Standardized perceived fairness

Algorithm 1.17∗∗∗ 1.26∗∗∗ 1.39∗∗ 0.73∗∗ 0.77∗∗ 0.87∗

(0.33) (0.31) (0.40) (0.23) (0.27) (0.37)

Day fixed effect No Yes Yes No Yes Yes
Demographics controls No No Yes No No Yes
Observations 52 52 52 56 56 54

Panel B: The effect of algorithmic assignment on productivity
Dependent variable Picking efficiency

Algorithm 1.30∗∗∗ 0.82∗∗ 1.57∗∗∗∗ 0.25 0.40 0.32
(0.40) (0.33) (0.35) (0.36) (0.31) (0.40)

Panel C: Average treatment effect of perceived fairness on productivity
Dependent variable Picking efficiency

Standardized perceived fairness 1.08∗∗∗ 0.66∗∗ 1.09∗∗∗∗ 0.30 0.49 0.36
(0.35) (0.27) (0.28) (0.43) (0.38) (0.44)

Day fixed effect No Yes Yes No Yes Yes
Hour fixed effect No Yes Yes No Yes Yes
Demographics controls No No Yes No No Yes
Observations 2,177 2,177 2,177 2,309 2,309 2,238

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001; ∗∗∗∗p<0.0001. Average picking efficiency in the human group was 3.84 for

workers whose education level was at or above high school and 4.03 for workers whose education level was at or

below middle school; average picking efficiency across algorithm and human groups was 4.33 for workers whose

education level was at or above high school and 4.15 for workers whose education level was at or below middle

school.

are required to attend school for at least nine years including six years of primary education and

three years of middle school.

As shown in Panel A of Table 6, for both subsamples of workers, workers under algorithmic

assignment found their assignment process more fair than workers under human-based assignment.

Specifically, assigning pick lists via an algorithm (vs. via a human distributor) significantly increases

workers’ fairness perceptions of their current assignment process by 1.17-1.39 standard deviations

among workers with a high school degree or above (all p-values < 0.005 in Columns 1-3) and by

0.73-0.87 standard deviations among workers without a high school degree (all p-values < 0.05 in

Columns 4-6).

As shown in Panel B of Table 6, for workers with a high school degree or above, algorithmic

assignment boosts productivity by 21.35%-40.89%, relative to the average picking efficiency of 3.84

among workers with a high school degree or above in the human group (all p-values < 0.01 in
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Columns 1-3). However, algorithmic (vs. human-based) assignment has no significant effect on the

productivity of workers without a high school degree (Columns 4-6).

Furthermore, Panel C of Table 6 indicates that fairness perceptions have a stronger impact on

workers with a high school degree or above. Specifically, for these workers, increasing perceived

fairness by one standard deviation can increase productivity by 15.24%-25.17% relative to the

average picking efficiency of 4.33 across all workers with a high school degree or above (all p-values

< 0.01 in Columns 1-3). However, the effect of fairness perceptions on productivity is close to zero in

magnitude and not statistically significant among those without a high school degree. Altogether,

we find that workers with a higher (vs. lower) education level exhibit a bigger productivity lift

when they receive pick list assignments from an algorithm than from a human distributor. This

increase in productivity can be attributed to the greater impact of fairness perceptions on more

educated workers’ productivity.

7. Online Experiments Assessing the Impact of Algorithmic
Assignment on Fairness Perceptions

Following our field experiments, we conducted two additional online scenario-based experiments

with survey respondents in the United States to replicate the effect of algorithmic (vs. human-

based) assignment on perceived fairness. We designed online experiments to complement our field

experiments in a few ways. First, we intended to demonstrate the generalizability of our findings

about fairness perceptions using a larger sample of participants under a different culture than our

field experiments. Second, both of our field experiments measured workers’ fairness perceptions

about their current assignment process by asking them to compare the algorithmic assignment

process with the human-based assignment process. In our online experiments, we measured peo-

ple’s perceptions about their current assignment process without drawing any comparison with

alternative assignment processes. Third, although we adopted the best design possible in our field

experiments, workers could communicate with each other across groups; in the online experiments,

participants did not know about alternative assignment processes. Our two online experiments

followed the same design with one exception and yielded consistent results. We report one of the

experiments below and detail the other experiment in Online Appendix E. Online experiments

have often been used to complement field studies (Derfler-Rozin et al. 2016, Buell et al. 2017,

Staats et al. 2018). In their recent book chapter about field experiments, Ibanez and Staats (2018)

highlighted that “lab and field should be seen as complements rather than substitutes; in particu-

lar. . . researchers can go back to the lab after field experiments” (p. 125).
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7.1. Experimental Design and Analysis

We recruited study participants from an online labor marketplace, Amazon’s Mechanical Turk, to

complete a 4-minute study in exchange for $0.60. Only people who accessed our study on a non-

mobile device, successfully completed a CAPTCHA, and passed an attention check were allowed to

start our study. People who satisfied these criteria were asked to imagine themselves as a warehouse

picking worker and read about descriptions of picking tasks. To ensure that participants understood

this work setting and could immerse themselves into the scenario, we required that participants

had to correctly answer three questions about the scenario in order to continue with the study.

Those who passed our comprehension check questions and completed our study (N=201; 41.29%

female, Mage = 39.47) comprised our final sample.

Upon passing our comprehension check questions, participants were randomly assigned to either

the algorithm condition (N=100) or the human condition (N=101). The descriptions of the two

conditions mimicked the set-up in our field experiments. In the algorithm condition, participants

were told that their pick list assignment process was run by a machine and that they received

pick lists by scanning a bar code marked at the distribution station. In the human condition,

participants were told that their pick list assignment process was run by a human and that they

received hard-copy pick lists from a manager at the distribution station. Then participants in both

conditions were told that the average pick list size (or the average number of items in a pick list)

in the warehouse was 21 (based on the actual average pick list size in our main field experiment).

Participants were also presented with their average pick list size on each of the past 10 workdays,

and this information was the same between the algorithm and human conditions. We presented

this information about pick list size and kept it the same between conditions so as to control for

pick list assignment outcomes and cleanly investigate people’s perceptions of a given assignment

process, as we did in the field. In our other online experiment, we did not provide information

about pick list size and obtained similar results (see Online Appendix E).

One assumption underlying our Hypothesis 1 is that people believe humans are subject to per-

sonal biases and algorithmic assignment processes are more capable of delivering equal treatments

across workers. In our field setting, most workers in our interviews did express such beliefs (as we

discussed in Section 5.1). To test this assumption in our online experiment, we asked participants to

indicate their agreement with the following statement about the assignment process they imagined

getting pick lists from (either algorithmic or human-based): “I think this assignment process would

treat every worker perfectly equally” (from 1 = “Strongly disagree” to 7 = “Strongly agree”).

Choosing a higher (vs. lower) value indicates that the participant viewed their assignment process

as more capable of preserving equality.
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Then we assessed fairness perceptions about an assignment process by asking participants to

indicate their agreement with four statements adapted from Conlon et al. (2004) and Newman et al.

(2020): (1) “the way this warehouse assigns pick lists seems fair,” (2) “the warehouse’s process for

distributing pick lists is fair,” (3) “the decision regarding whether I get more difficult pick lists is

fair,” and (4) “the outcome of the pick list distribution is fair.” The anchors on the scale ranged

from 1 (“Strongly disagree”) to 7 (“Strongly agree”). Choosing a higher (vs. lower) value indicates

that the participant viewed their assignment process as more fair. Participants’ ratings of these four

statements reached a high inter-item reliability (Cronbach’s alpha = 0.96) and were thus averaged

to form a composite score of Perceived Fairness. Following the analysis in our field experiment,

we constructed Standardized Perceived Fairness, which equaled Perceived Fairness divided by its

standard deviation in the whole sample.

Next, to check whether people in our online experiment held a strong equality motive for the

assignment of picking tasks, we measured the perceived importance of equality and uniqueness.

Specifically, we asked participants to separately rate how important they thought it was for a

pick list assignment process to treat all workers equally and how important it was for a pick list

assignment process to take into account individual workers’ characteristics. The anchors on both

scales ranged from 1 (“Not important at all”) to 7 (“Very important”). Choosing a higher value

indicates a higher perceived importance. In addition, we also used a single item as in our field setting

and asked participants which of the two objectives they thought the warehouse should prioritize

when it comes to assign picking tasks: treating all workers equality or taking into consideration

personal characteristics. We obtained consistent results using these two methods to examine the

relative importance of the equality versus uniqueness motive (see Online Appendix E), and focus

on the former in the paper. Finally, participants reported their gender, age, and education.

7.2. Results

By comparing participants’ importance ratings for equality versus uniqueness, we first confirm that

people on average prioritize equality over uniqueness in the warehouse task assignment setting

(Mequality = 5.88, SD = 1.27 vs. Muniqueness = 4.53, SD = 1.71; t(200.00) = 8.84, p-value < 0.0001

for a paired t test, Cohen’s d = 0.90). Second, supporting the assumption underlying our Hypothesis

1, people view the assignment process run by a machine as more capable of preserving equality

than the assignment process run by a human (Malgorithm = 4.95, SD = 1.12 vs. Mhuman = 4.36,

SD= 1.13; t(198.61) = 2.74, p-value < 0.001, Cohen’s d=0.73). Further, in support of Hypothesis

1, participants in the algorithm condition perceived their assignment process more fair than those

in the human condition (Malgorithm = 4.23, SD= 0.99 vs. Mhuman = 3.79, SD= 0.96; t(198.70) =

3.20, p-value < 0.005, Cohen’s d=0.45). Since the variances are unequal between groups, we report

in the paper degrees of freedom that have been adjusted for variance.
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8. General Discussion

We study the impact of algorithmic (vs. human-based) work assignment on assignment recipients’

fairness perceptions and productivity. In two randomized field experiments, we randomly assigned

picking workers in one of Alibaba’s warehouses to receive tasks either from an algorithm or from a

human distributor. Combining performance data from Alibaba’s digital labor system with survey

responses, we present several key findings.

First, we find that assignment recipients’ fairness perceptions change with the framing of how

their tasks are determined. In our field setting where workers believe that task assignments should

prioritize equality over consideration of personal characteristics, receiving tasks from an algorithm

increases workers’ perceived fairness by 0.94-1.02 standard deviations (depending on the inclusion of

control variables), relative to receiving tasks of an identical nature from a human. While we sought

to ensure that tasks were distributed to workers in both groups using the same underlying rule,

workers may believe that algorithms can apply rules consistently across workers and treat everyone

equally but human distributors have the discretion to favor some workers, as our interviews suggest.

Second, we find that the two types of task assignment methods have an economically meaningful

difference in productivity: workers’ picking efficiency increases by 17.35%-19.39% when pick lists are

assigned by an algorithm than when pick lists are assigned by a human distributor. This is driven

by the positive effect of fairness perceptions on productivity. Using the IV approach, we estimate

that a one-standard-deviation increase in perceived fairness boosts workers’ picking efficiency by

16.04%-16.98%.

In addition, our analysis of heterogeneous treatment effects suggests that the effects of algo-

rithmic (vs. human-based) assignment on productivity are more prominent among workers who

reported being more (vs. less) upset about receiving difficult tasks and among workers who had a

higher (vs. lower) education level; these patterns may occur because the fairness of an assignment

process matters more and has a stronger relationship with productivity for workers with greater

task difficulty sensitivity as well as for workers with a higher education level.

We conducted two auxiliary online experiments. Similar to Chinese picking workers in our col-

laborating warehouse, U.S. survey respondents also believe that it is more important for a task

assignment process to maintain equality than to consider task recipients’ unique characteristics.

They expect algorithms to be better at delivering equal treatments across workers than human

task distributors. As a generalization of our finding about perceived fairness in the field experi-

ments, our online experiments reveal that people in Western culture also perceive an algorithmic

assignment process to be fairer than a human-based assignment process, even when assignment

outcomes are the same between these two processes.
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Our research has important practical implications. First, our results highlight that when algo-

rithms are applied to solve operational problems, they can have broader impacts beyond offering

greater efficiency and accuracy than humans. Managers may want to look for opportunities to

introduce algorithmic assignment processes to reap their benefits on fairness perceptions and pro-

ductivity. Second, our ability to observe productivity differences between groups even when the

algorithm and human distributors assigned objectively comparable pick lists suggests that the

framing and laypeople’s beliefs about an assignment process matter to productivity, not just how

the process actually works and what decisions it actually makes. This insight encourages managers

to find the most motivating framing of task assignment processes for their workers and to under-

stand their workers’ beliefs about different allocation processes. Third, our results underscore the

important role of psychological factors such as fairness perceptions in driving workers’ motivation

and productivity. Simple strategies like drawing employees’ attention to algorithmic task assign-

ment processes that are used in their organizations may lead employees to perceive their managers

as caring about fairness, which could be beneficial for employees’ performance. In addition, our het-

erogeneous treatment effects suggest that it is particularly useful for managers to consider applying

or highlighting algorithmic decision processes if their workers are better educated.

Our research opens up avenues for future research. First, in our field experiments, we tracked

workers’ performance at the pick list level, only knowing the quantity of total items picked, the

corresponding stocking shelves and inventory area, as well as the starting and ending times of

each pick list. With the development of wearable monitors in e-commerce warehouses, it would be

possible to track workers’ movement and actions more precisely, such as measuring picking workers’

effort by their walking speed and heart rate and assessing task difficulty by workers’ movements

(e.g., raising their arm, bending over). Such granular data would allow researchers and managers

to more comprehensively understand how different assignment methods affect workers’ behavior

and physiological reactions for different types of tasks and then design interventions accordingly.

Second, our research focuses on work settings where people tend to believe that task allocations

should prioritize equality. Connecting our findings with recent work suggesting that people worry

algorithms cannot incorporate their personal characteristics and thus view algorithmic decision

processes as less fair (Newman et al. 2020), we think it is worth studying whether the motive people

prioritize, equality or uniqueness, shapes their reactions to algorithmic (vs. human) assignment

processes. Our online experiments provide initial evidence for the role of motive. Specifically, we find

that the positive effect of algorithmic (vs. human-based) assignment process on fairness perception

holds strongly among people who prioritize equality over uniqueness but is weak among people

who prioritize uniqueness over equality. See detailed results in Online Appendix E. Future work
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can more systematically examine how fundamental human motives like equality and uniqueness

affect reactions to algorithmic decision processes.

Another fruitful future research direction is to examine how our findings apply to other settings

(e.g., service, creative work) and to understand when, to whom, and in what type of work, equality

(vs. uniqueness) motive matters more to workers. This will allow researchers and managers to

better predict human reactions to algorithmic decision processes and identify the type of work

situation where algorithmic decision-making processes can yield the largest benefits for perceived

fairness and productivity.
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Online Appendix
Online Appendix A: Pick List Example

Pick list

Stocking position

Total quantity of items to be picked

SKU nameBar code for each SKU

Figure 3 Pick List Example

Online Appendix B: Check Interference Between Workers via a Statistical Test

Following Aronow (2012), we use a statistical test to check whether the behavior of a particular

worker depends only on her assignment process, not on the assignment process of others working

around her. This is an ex post method to detect interference between units (where each unit

represents a worker in our context) in a randomized experiment. In our setting, interference between

workers could occur if (1) workers in the human group may view their assignment process as less

fair and become less motivated (relative to workers in the algorithm group) because they learned

that workers in the other group scanned a bar code to get their pick lists; or (2) if workers in

the algorithm group may perceive their assignment process more fair and become more motivated

(relative to workers in the human group) because they learned that workers in the other group got

their pick lists from a human distributor.

To perform the test recommended by Aronow (2012), we first randomly select 12 workers from

the human condition as the fixed subset. The remaining 38 workers belong to our variant subset.
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Then we draw 1,000 simulations on the experimental condition of the variant subset. In each simu-

lation, we randomly select 25 workers from the variant subset to be in the algorithm condition and

13 workers to be in the human condition. For each simulation and for each day during our field

experiment, we calculate the simulated daily algorithmic treatment rate, which equals the propor-

tion of workers who were assigned to the algorithm condition in the simulation among all workers

coming to work that day. Then for each simulation, we compute the Spearman’s rank correlation

coefficient ρ between the productivity of each worker in the fixed subset and the simulated daily

algorithmic treatment rate that day.

Across 1,000 simulations, we obtain 1,000 values of ρ. We plot the distribution of ρ in Figure

4(a). Since workers in the variant subset were purely randomly assigned to the algorithm vs. human

condition in each simulation and 1,000 simulations were independent, Figure 4(a) presents the

approximate distribution of ρ associated with the null hypothesis that interference on productivity

between units did not occur for workers in the human group. The dashed line in Figure 4(a)

represents the observed correlation coefficient ρ in our first field experiment. The observed ρ is

around the center of null distribution, yielding p= 0.41. (The p-value equals the min of two areas:

the area to the left of the dashed line and the area to the right, since this is a two-sided test and we

do not know a priori whether the observed correlation would be negative or positive.) Therefore,

we can’t reject the null hypothesis that there is no interference on productivity for workers in the

human group.

Using these 1,000 simulations, we perform a similar test on perceived fairness. For each simu-

lation, we compute the Spearman’s rank correlation coefficient ρ between the perceived fairness

of each worker in the fixed subset on a day and the simulated daily algorithmic treatment rate

that day. We plot the distribution of ρ in Figure 4(b). The observed ρ, as indicated by the dashed

line, is again close to the center of sharp null distribution, yielding p= 0.43 (i.e., the area to the

right of the dashed line, which is smaller than the area to the left). Thus, we can’t reject the null

hypothesis that there is no interference on fairness perceptions for workers in the human group.

So far, we have done 1,000 simulations by taking the same set of 12 workers in the human group

as the fixed subset. To confirm the robustness of our test, we randomly draw 12 workers from 25

workers in the human group as the fixed subset for 1,000 times. Each time we randomly select

a fixed subset, we repeat the process described above involving 1,000 simulations and obtain two

p-values (one for productivity and one for perceived fairness). Figure 5(a) shows the distribution

of p-values for the interference test on productivity across 1,000 draws of fixed subsets. Note that

as explained above, based on how Aronow (2012) calculate p-values, p-values are between 0 and

0.5. The p-values from our 1,000 draws are smaller than 0.05 only 8.60% of the time, lower than

10% (the chance level for p-values to fall below 0.05 under uniform distribution since p-values are
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Figure 4 Distribution of Rank Correlation Coefficients Across 1,000 Simulations and the Observed Coefficient
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(b) Interference Test on Fairness

Figure 5 P-value Distribution of Interference Test (Human Group)

between 0 ad 0.5). This suggests that the productivity of workers in the human group is unlikely

to have been affected by the interference between the algorithm group and the human group.

Figure 5(b) shows the distribution of p-values for the interference test on fairness across 1,000

draws of fixed subsets. The p-values from our 1,000 draws are smaller than 0.05 5.90% of the time,

lower than the chance level of 10% under uniform distribution. This suggests that the perceived

fairness of workers in the human group is unlikely to have been affected by the interference between

the algorithm and human groups.

We next check the existence of interference for workers in the algorithm group. We follow the

same steps as described above, except that we randomly select 12 workers from the algorithm

condition as the fixed subset in each of the 1,000 draws. Figure 6(a) shows the distribution of

p-values for the interference test on productivity across 1,000 draws of fixed subsets. Almost all

p-values from the 1,000 draws are greater than 0.05 (99.90% of the time). Figure 6(b) shows the

distribution of p-values for the interference test on fairness across 1,000 draws of fixed subsets.

Again, almost all p-values from the 1,000 draws are greater than 0.05 (99.70% of the time). Thus,
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Figure 6 P-value Distribution of Interference Test (Algorithm Group)

we further confirm that the productivity and fairness perceptions of workers in the algorithm group

are unlikely to have been affected by the interference between the algorithm group and the human

group.

Online Appendix C: Second Field Experiment as Replication

Table 7 The Effects of Algorithmic (vs. Human-based) Assignment on Perceived Fairness and Productivity

(Replication)

Dependent variable Standardized perceived fairness Picking efficiency

(1) (2) (3) (4) (5) (6)

Algorithm 1.09∗∗ 1.13∗∗ 1.10∗∗ 1.21∗∗ 1.10∗∗ 1.01∗

(0.35) (0.34) (0.34) (0.38) (0.35) (0.40)

Day fixed effects No Yes Yes No Yes Yes
Hour fixed effects No No No No Yes Yes
Demographics controls No No Yes No No Yes
Observations 87 87 87 3,181 3,181 3,181

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001. Average picking efficiency in the human group was 5.03.

We conducted another experiment from December 27th, 2019 to January 5th, 2020 to replicate the

main results that we report in the paper. The second experiment involved 20 temporary picking

workers. We randomly assigned them into either the algorithm group or the human group. Workers’

experience with receiving and handling pick lists was the same as what we described in 4.1. These

workers received 3,181 pick lists in total. The sample size of workers was smaller in the second

experiment than the first experiment because (1) we could only run the second experiment for

10 days before a large sales period started on January 6th, 2020 and (2) the warehouse reduced

labor floating, meaning that workers came to work for more days during the second experiment

and consequently leaving us with fewer unique workers. Due to the small sample size of workers,
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we focus on replicating main effects, rather than heterogeneous treatment effects across different

types of workers.

We distributed surveys at the end of each day to workers who worked at the warehouse that day.

To assess their fairness perceptions, we asked workers two questions that contrasted algorithmic vs.

human-based assignment processes. The first question asked workers, “Which assignment process

do you think is more fair, algorithmic assignment or human-based assignment?” This question

was measured on a five-point scale, with the anchors ranging from 1 (“Definitively algorithmic

assignment”) to 5 (“Definitively human-based assignment”) for all workers. The second question

was the same as that in the first experiment (see Table 1). For workers in the algorithm group,

we reverse coded their answers to both questions; for workers in the human group, we made no

adjustment to their original answers. Therefore, for workers in both groups, a higher (vs. lower)

value on a question indicates that the worker viewed their current assignment process as more

fair than the alternative process. The correlation between workers’ responses to these two fairness

questions (after reverse coding) was high (r = 0.84; p < 0.0001). Following the same procedure as

described in 4.2, we created a score of Standardized Perceived Fairness for each worker each day.

The survey also asked the same set of demographics as the survey described in the paper.

We analyze the effect of algorithmic (vs. human-based) assignment on fairness perceptions using

specification (1) and report the results in Table 7 Columns 1-3. Column 1 (without any control

variables) shows a positive and significant coefficient on the indicator Algorithm (p-value < 0.01),

which indicates that receiving pick lists from an algorithm significantly increases workers’ perceived

fairness about their assignment process, compared to receiving pick lists from a human distribu-

tor. Specifically, algorithmic assignment (relative to human-based assignment) increases perceived

fairness by 1.09 standard deviations. This effect is robust and even becomes slightly larger when

we control for day fixed effects (1.13 standard deviations, p-value < 0.01; Column 2) as well as

when we control for both day fixed effects and worker demographics (1.10 standard deviations,

p-value < 0.01; Column 3). Overall, these results support Hypothesis 1 that assigning pick lists by

an algorithm(vs. a human) boosts workers’ perceived fairness about their assignment process.

We analyze the effect of algorithmic (vs. human-based) assignment on productivity using spec-

ification (2) and report the results in Table 7 Columns 4-6. Across all three columns with or

without controls, the coefficient on the indicator Algorithm is positive and statistically significant

(all p-values < 0.05), which means that the algorithmic assignment treatment significantly improves

workers’ productivity. Specifically, without control variables, we estimate that assigning pick lists

via an algorithm increases worker productivity by 24.06%, relative to the average picking efficiency

of 5.03 in the human-based assignment group (Column 4). When we control for day and hour

fixed effects, the effect size decreases slightly: the percentage increase in productivity caused by
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Table 8 IV-Estimated Effect of Perceived Fairness on Productivity (Replication)

Dependent variable Picking efficiency

(1) (2) (3)

Standardized perceived fairness 1.20∗∗ 1.04∗∗ 0.99∗

(0.38) (0.33) (0.40)

Day fixed effects No Yes Yes
Hour fixed effects No Yes Yes
Demographics controls No No Yes
Observations 3,181 3,181 3,181

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001. Average picking efficiency across algorithm and human groups was 5.57.

algorithmic assignment (relative to human-based assignment) is 21.87% (Column 5). This effect is

robust when we add demographics controls (20.08%; Column 6).

Table 8 shows the average treatment effect of perceived fairness on productivity using IV esti-

mation based on specifications (3)-(4). We consistently find that workers’ perceived fairness has

a positive effect on productivity regardless of whether we include control variables (all p-values

< 0.05 in Columns 1-3). Specifically, as perceived fairness increases by one standard deviation,

worker productivity is estimated to significantly increase by 17.77%-21.54%, relative to the average

picking efficiency of 5.57 across the algorithm and human groups (Columns 1-3).

Online Appendix D: Results of Interviews

In September, 2020, we conducted structured interviews with 13 picking workers (61.54% females,

average age = 30.54) in the warehouse where our field experiments were implemented. Each in-

terview lasted about 25 minutes on average. At the time of our interviews, hard-copy pick lists

were printed and laid out on a table at the distribution station for workers to take. Note that the

interviews took place one year after our first field experiment and eight months after our second

field experiment. Considering that the workers in our field experiment were temporary workers, the

workers in our interviews have a low chance of overlapping with workers in our field experiments.

We could not verify this for sure since workers took our interviews anonymously and we could

not match them with our field experiment data. In this online appendix, we summarized the key

questions in order we asked workers, along with the key insights we gleaned from each question.

We first asked workers, “what factors usually influence your motivation and productivity?” The

most frequently mentioned factors, brought up by 7 out of 13 workers, involve pick list character-

istics including the number of items they have to collect and how many stocking positions they

have to get products from. Another factor, which was brought up by 2 out of 13 workers, is the

convenience of obtaining pick lists.

Next, we asked workers, “what factors could influence whether you find a pick list assignment

process fair or unfair?” The most frequently mentioned factors, brought up by seven workers,
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involved the difficulty of assigned pick lists including the number of items they have to collect and

how many stocking positions they have to get products from. Among these workers who mentioned

task difficulty, most (N=5) also indicated that whether pick lists are assigned evenly across workers

would affect their fairness perceptions as well. In addition, some workers (N=4) focused on the

assignment process in the warehouse at the time of our interviews and complained that since

pick lists were put on a table for workers to take, some of their colleagues tended to take pick

lists according to their own preferences and leave harder pick lists to others, causing unfair task

allocations.

Then we asked workers whether or not they thought the pick list assignment process would be

fair if it was run by a human distributor as well as why they thought one way or the other. Among

workers who indicated that a human-based assignment process might cause unfair outcomes (N=7),

most (N=5) justified their evaluations by mentioning that they believed human distributors are

subject to personal biases. For example, human distributors could give easier pick lists to workers

who they personally know or who they have a good relationship with. Or workers could get difficult

pick lists if they refuse to do personal favors for human distributors. We found out later that among

workers who indicated that a human-based assignment process would be fair (N=6), two workers

misunderstood our question. Specifically, they thought about human-based assignment as having

workers take pick lists printed out by a human (i.e., the same as what was actually going on in

their warehouse at the time of our interviews), rather than having a human allocate pick lists (i.e.,

what we were interested in knowing their thoughts about).

Furthermore, to get some sense about when workers care more fairness, we asked workers to

rate how much they would care about the fairness of a pick list assignment process under three

circumstances (from 1 = “Not at all” to 5 = “Very much”): their average response was 3.42 if they

were paid based on the number of items they picked; their average response was 2.38 if they were

paid by hour; and their average response was 4.00 if they were paid by their performance ranking

among workers in the warehouse.

Next, we asked whether they thought the pick list assignment process would be more or less fair

if they could receive pick lists by scanning a bar code than if they could receive pick lists from a

human distributor. Most workers (N=10) believed the assignment process run by a machine would

be more fair. When asked why they believed so, most workers (N=8) explained that they believed

an algorithmic assignment process does not follow human distributors’ personal preferences, would

be able to deliver equal treatments across workers, and would not selectively favor or disadvantage

certain workers.

In the end, we asked workers, “besides pick list characteristics and the assignment process,

what other factors may influence your productivity?” Common factors brought up by workers
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include special circumstances (whether certain products are out of stocks, whether picking carts

are temporarily unavailable), physical work environment (warehouse temperature, weather), and

workers’ physical well-being.

Online Appendix E: Supplement Results of Online Experiments

Using data from our online experiment reported in the paper, we test whether people who think

equality should be prioritized over uniqueness (i.e., consideration of workers’ personal characteris-

tics) are more likely to find algorithms more fair. We split our sample by whether or not participants

prioritize equality over uniqueness based on their separate importance ratings. Among participants

who prioritize equality over uniqueness (N = 123), algorithmic assignment significantly increases

(standardized) fairness perceptions (Malgorithm = 4.37, SD = 0.92), relative to human-based assign-

ment (Mhuman = 3.63, SD = 1.03; t(114.96) = 4.19, p-value < 0.0001, Cohen’s d = 0.77); among

participants who prioritize uniqueness over equality(N = 44) or view equality and uniqueness as

equally important(N = 34), the difference between conditions in fairness perceptions is direction-

ally negative and not statistically significant (Malgorithm = 3.97, SD = 1.08 vs. Mhuman = 4.00, SD

= 0.83; t(62.89) = 0.16, p-value = 0.88).

We also measured the relative importance of equality and uniqueness using one scale. We asked

participants which of the two objectives they thought the warehouse should prioritize when it comes

to assign picking tasks: treating all workers equality or taking into consideration personal charac-

teristics. The anchors on the scale ranged from 1 (“Definitely should treat all workers equally”) to

7 (“Definitely should consider workers’ characteristics”). Choosing a higher (vs. lower) value indi-

cates that the participant put less (more) weight on equality (uniqueness). Choosing the midpoint

of the scale (i.e., 4) means that the participant thought it equally important to ensure equality and

consider workers’ unique characteristics. We first confirm that people on average prioritize equality

over uniqueness in the warehouse task assignment setting (M = 3.46< 4, SD = 1.85; t(200.00) =

26.55, p-value< 0.0001 for a one-sample t-test). Among participants who prioritize equality over

uniqueness (N = 108), algorithmic assignment significantly increases (standardized) fairness per-

ceptions (Malgorithm = 4.45, SD = 0.93), relative to human-based assignment (Mhuman = 3.92, SD

= 1.06; t(100.06) = 2.78, p < 0.01, Cohen’s d = 0.55); among participants who prioritize uniqueness

over equality(N = 70) or view equality and uniqueness as equally important(N = 23), the difference

between conditions in fairness perceptions is smaller and not statistically significant (Malgorithm =

3.94, SD = 1.01 vs. Mhuman = 3.66 SD = 0.85; t(82.35) = 1.42, p-value = 0.16).

We conducted another online experiment that followed the same design as the online experiment

reported in the paper, except that we did not present information about pick list size in this

additional experiment. A total of 200 participants from Amazon’s Mechanical Turk comprised our
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study sample (38.50% female, Mage = 38.925). They were randomly assigned to either the algorithm

condition (N=99) or the human condition (N=101). We replicate the results as follows:

Supporting the assumption underlying our Hypothesis 1, people view the assignment process run

by a machine as more capable of preserving equality than the assignment process run by a human

(Malgorithm = 5.21, SD = 1.53 vs. Mhuman = 4.27, SD = 1.68; t(196.91) = 4.17 p-value< 0.0001,

Cohen’s d=0.59). Further, in support of Hypothesis 1, participants in the algorithm condition

perceived their assignment process more fair than those in the human condition (Malgorithm = 3.56,

SD= 0.87 vs. Mhuman = 2.98, SD= 1.04; t(193.23) = 4.32, p-value < 0.0001, Cohen’s d=0.61).

We test whether people who think equality should be prioritized over uniqueness are more likely

to find algorithms fairer. We first split our sample by comparing participants’ perceived importance

of equality versus uniqueness on two separate measures. Among participants who prioritize equality

over uniqueness (N = 105), algorithmic assignment significantly increases (standardized) fairness

perceptions (Malgorithm = 3.72, SD = 0.84), relative to human-based assignment (Mhuman = 2.82,

SD = 1.09; t(95.69) = 4.66, p-value < 0.0001, Cohen’s d = 0.92); among participants who prioritize

uniqueness over equality(N = 56) or view equality and uniqueness as equally important(N = 39),

the difference between conditions in fairness perceptions is much smaller and not statistically

significant (Malgorithm = 3.40, SD = 0.88 vs. Mhuman = 3.14, SD = 0.96; t(92.94) = 1.33, p-value

= 0.19).

We next use the single item that assessed the relative importance of equality and uniqueness.

Among participants who prioritize equality over uniqueness (N = 92), algorithmic assignment sig-

nificantly increases (standardized) fairness perceptions (Malgorithm = 3.83, SD = 0.88), relative to

human-based assignment (Mhuman = 2.82, SD = 1.18; t(87.89) = 4.67, p-value < 0.0001, Cohen’s d

= 0.97); among participants who prioritize uniqueness over equality(N = 84) or view equality and

uniqueness as equally important(N = 24), the difference between conditions in fairness perceptions

is much smaller and not statistically significant (Malgorithm = 3.36, SD = 0.81 vs. Mhuman = 3.13,

SD = 0.87; t(103.81) = 1.43, p-value = 0.16).
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