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Abstract
This chapter reviews the recent developments in Markov chain Monte Carlo simulation methods. These methods, which are concerned with the simulation of high dimensional probability distributions, have gained enormous prominence and revolutionized Bayesian statistics. The chapter provides background on the relevant Markov chain theory and provides detailed information on the theory and practice of Markov chain sampling based on the Metropolis–Hastings and Gibbs sampling algorithms. Convergence diagnostics and strategies for implementation are also discussed. A number of examples drawn from Bayesian statistics are used to illustrate the ideas. The chapter also covers in detail the application of MCMC methods to the problems of prediction and model choice.
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1. Introduction

This chapter is concerned with the theory and practice of Markov chain Monte Carlo (MCMC) simulation methods. These methods, which deal with the simulation of high dimensional probability distributions, have over the last decade gained enormous prominence, sparked intense research interest, and energized Bayesian statistics [Tanner and Wong (1987), Casella and George (1992), Gelfand and Smith (1990, 1992), Smith and Roberts (1993), Tierney (1994), Chib and Greenberg (1995a, 1996), Besag, Green, Higdon and Mengerson (1995), Albert and Chib (1996), Tanner (1996), Gilks, Richardson and Spiegelhalter (1996), Carlin and Louis (2000), Geweke (1997), Gammerman (1997), Brooks (1998), Robert and Casella (1999)]. The idea behind these methods is simple and extremely general. In order to sample a given probability distribution that is referred to as the target distribution, a suitable Markov chain is constructed with the property that its limiting, invariant distribution is the target distribution. Depending on the specifics of the problem, the Markov chain can be constructed by the Metropolis–Hastings algorithm, the Gibbs sampling method, a special case of the Metropolis method, or hybrid mixtures of these two algorithms. Once the Markov chain has been constructed, a sample of (correlated) draws from the target distribution can be obtained by simulating the Markov chain a large number of times and recording its values. In many situations, Markov chain Monte Carlo simulation provides the only practical way of obtaining samples from high dimensional probability distributions.

Markov chain sampling methods originated with the work of Metropolis, Rosenbluth, Rosenbluth, Teller and Teller (1953) who proposed an algorithm to simulate a high dimensional discrete distribution. This algorithm found wide application in statistical physics but was mostly unknown to statisticians until the paper of Hastings (1970). Hastings generalized the Metropolis algorithm and applied it to the simulation of discrete and continuous probability distributions such as the normal and Poisson. Outside of statistical physics, Markov chain methods first found applications in spatial statistics and image analysis [Besag (1974)]. The more recent interest in MCMC methods can be traced to the papers of Geman and Geman (1984), who developed an algorithm that later came to be called the Gibbs sampler, to sample a discrete distribution, Tanner and Wong (1987), who proposed a MCMC scheme involving “data augmentation” to sample posterior distributions in missing data problems, and Gelfand and Smith (1990), where the value of the Gibbs sampler was demonstrated for general Bayesian inference with continuous parameter spaces.

In Bayesian applications, the target distribution is typically the posterior distribution of the parameters, given the data. If $\mathcal{M}$ denotes a particular model, $p(\psi|\mathcal{M})$, $\psi \in \mathbb{R}^d$, the prior density of the parameters in that model and $f(y|\psi, \mathcal{M})$ the assumed sampling density (likelihood function) for a vector of observations $y$, then the posterior density is given by

$$\pi(\psi|y, \mathcal{M}) \propto p(\psi|\mathcal{M}) f(y|\psi, \mathcal{M}),$$

(1)
where the normalizing constant of the density, called the marginal likelihood,

\[ m(y|M) = \int_{\mathcal{Y}'} p(\psi|M) f(y|\psi,M) \, d\psi, \]

is almost never known in analytic form. As may be expected, an important goal of the Bayesian analysis is to summarize the posterior density. Particular summaries, such as the posterior mean and posterior covariance matrix, are especially important as are interval estimates (called credible intervals) with specified posterior probabilities. The calculation of these quantities reduces to the evaluation of the following integral

\[ \int_{\mathcal{Y}'} h(\psi) \pi(\psi|y,M) \, d\psi, \]

under various choices of the function \( h \). For example, to get the posterior mean, one lets \( h(\psi) = \psi \) and for the second moment matrix one lets \( h(\psi) = \psi \psi' \), from which the posterior covariance matrix and posterior standard deviations may be computed.

In the pre MCMC era, posterior summaries were usually obtained either by analytic approximations, such as the method of Laplace for integrals [Tierney and Kadane (1986)], or by the method of importance sampling [Kloek and van Dijk (1978), Geweke (1989)]. Although both techniques continue to have uses (for example, the former in theoretical, asymptotic calculations), neither method is sufficiently flexible to be used routinely for the kinds of high-dimensional problems that arise in practice. A shift in thinking was made possible by the advent of MCMC methods. Instead of focusing on the question of moment calculation directly one may consider the more general question of drawing sample variates from the distribution whose summaries are sought. For example, to summarize the posterior density \( \pi(\psi|y,M) \) one can produce a simulated sample \( \{ \psi^{(1)}, \ldots, \psi^{(M)} \} \) from this posterior density, and from this simulated sample, the posterior expectation of \( h(\psi) \) can be estimated by the average

\[ M^{-1} \sum_{j=1}^{M} h(\psi^{(j)}). \]  

(2)

Under independent sampling from the posterior, which is rarely feasible, this calculation would be justified by classical laws of large numbers. In the context of MCMC sampling the draws are correlated but, nonetheless, a suitable law of large numbers for Markov chains that is presented below can be used establish the fact that

\[ M^{-1} \sum_{j=1}^{M} h(\psi^{(j)}) \rightarrow \int_{\mathcal{Y}'} h(\psi) \pi(\psi|y,M) \, d\psi, \quad M \rightarrow \infty. \]

It is important to bear in mind that the convergence specified here is in terms of the simulation sample size \( M \) and not in terms of the data sample size \( n \) which is fixed.
This means that one can achieve any desired precision by taking $M$ to be as large as required, subject to the constraint on computing time.

The Monte Carlo approach to inference also provides elegant solutions to the Bayesian problems of prediction and model choice. For the latter, algorithms are available that proceed to sample over both model space and parameter space, such as in the methods of Carlin and Chib (1995) and Green (1995), or those that directly compute the evidential quantities that are required for Bayesian model comparisons, namely marginal likelihoods and their ratios, Bayes factors [Jeffreys (1961)]; these approaches are developed by Gelfand and Dey (1994), Chib (1995), Verdinelli and Wasserman (1995), Meng and Wong (1996), DiCiccio, Kass, Raftery and Wasserman (1997), Chib and Jeliazkov (2001), amongst others. Discussion of these techniques is provided in detail below.

### 1.1. Organization

The rest of the chapter is organized as follows. Section 2 provides a brief review of three classical sampling methods that are discussed or used in the sequel. Section 3 summarizes the relevant Markov chain theory that justifies simulation by MCMC methods. In particular, we provide the conditions under which discrete-time and continuous state space Markov chains satisfy a law of large numbers and a central limit theorem. The Metropolis–Hastings algorithm is discussed in Section 4 followed by the Gibbs sampling algorithm in Section 5. Methods for diagnosing convergence are considered in Section 6 and strategies for improving the mixing of the Markov chains in Section 7. In Section 8 we discuss how MCMC methods can be applied to simulate the posterior distributions that arise in various canonical statistical models. Bayesian prediction and model choice problems are presented in Sections 9 and 10, respectively, and the MCMC-based EM algorithm is considered in Section 11. Section 12 concludes with brief comments about new and emerging directions in MCMC methods.

### 2. Classical sampling methods

We now briefly review three sampling methods, that we refer to as classical methods, that deliver independent and identically distributed draws from the target density. Authoritative surveys of these and other such methods are provided by Devroye (1985), Ripley (1987) and Gentle (1998). Although these methods are technically outside the scope of this chapter, the separation is somewhat artificial because, in practice, all MCMC methods in one way or another make some use of classical simulation methods. The ones we have chosen to discuss here are those that are mentioned or used explicitly in the sequel.

#### 2.1. Inverse transform method

This method is particularly useful in the context of discrete distribution functions and is based on taking the inverse transform of the cumulative distribution function (hence
its name). Suppose we want to generate the value of a discrete random variable with mass function

$$\Pr(\psi = \psi_j) = p_j, \ j = 1, 2, \ldots, \sum_j p_j = 1,$$

and cumulative mass function

$$\Pr(\psi \leq \psi_j) \equiv F(\psi_j) = p_1 + p_2 + \cdots + p_j.$$

The function $F$ is a right-continuous stair function that has jumps at the point $\psi_j$ equal to $p_j$ and is constant otherwise. It is not difficult to see that its inverse takes the form

$$F^{-1}(u) = \psi_j \quad \text{if} \quad p_1 + \cdots + p_{j-1} \leq u \leq p_1 + \cdots + p_j.$$  \hspace{1cm} (3)

A random variate from this distribution is obtained by generating $U$ uniform on $(0,1)$ and computing $F^{-1}(U)$ where $F^{-1}$ is the inverse function in Equation (3). This method samples $\psi_j$ with probability $p_j$ because

$$\Pr(F^{-1}(U) = \psi_j) = \Pr(p_1 + \cdots + p_{j-1} \leq U \leq p_1 + \cdots + p_j) = p_j.$$  

An equivalent version is available for continuous random variables. An important application is to the sampling of a truncated normal distribution. Suppose, for example, that

$$\psi \sim T_{N}(a, b)(\mu, \sigma^2).$$

a univariate truncated normal distribution truncated to the interval $(a, b)$, with distribution function

$$F(t) = \begin{cases} 0 & \text{if } \psi < a \\ \frac{1}{p_2 - p_1} \left( \Phi \left( \frac{t - \mu}{\sigma} \right) - \Phi \left( \frac{a - \mu}{\sigma} \right) \right) & \text{if } a < \psi < b \\ 1 & \text{if } b < \psi \\ \end{cases}$$  \hspace{1cm} (4)

where

$$p_1 = \Phi \left( \frac{a - \mu}{\sigma} \right); \quad p_2 = \Phi \left( \frac{b - \mu}{\sigma} \right).$$

To generate a sample variate from this distribution one must solve the equation $F(t) = U$, where $U$ is uniform on $(0,1)$. Algebra yields

$$t = \mu + \sigma \Phi^{-1} \left( p_1 + U(p_2 - p_1) \right).$$  \hspace{1cm} (5)

Although the inverse distribution method is useful it is rather difficult to apply in the setting of multi-dimensional distributions.
2.2. Accept–reject algorithm

The accept–reject method is the basis for many of the well known univariate random number generators that are provided in software programs. This method is characterized by a source density \( h(\psi) \) which is used to supply candidate values and a constant \( c \), that is determined by analysis, such that for all \( \psi \)

\[
\pi(\psi) \leq c h(\psi).
\]

Note that the accept–reject method does not require knowledge of the normalizing constant of \( \pi \) because that constant can be absorbed in \( c \). Then, in the accept–reject method, one draws a variate from \( h \), accepting it with probability \( \pi(\psi)/\{c h(\psi)\} \). If the particular proposal is rejected, a new one is drawn and the process continued until one is accepted. The accepted draws constitute an independent and identically distributed (i.i.d.) sample from \( \pi \).

In algorithmic form, the accept–reject method can be described as follows.

**Algorithm 1: Accept–reject**

1. Repeat for \( j = 1, 2, \ldots, M \).
   
   a. Generate \( \psi' \sim h(\psi); \quad U \sim \text{Unif}(0, 1) \).
   
   b. Let \( \psi^{(j)} = \psi' \text{ if } U \leq \frac{\pi(\psi')}{c h(\psi')}, \)
      
      otherwise go to step 1(a).

2. Return the values \( \{\psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(M)}\} \).

The idea behind this algorithm may be explained quite simply using Figure 1. Imagine drawing random bivariate points in the region bounded above by the function \( c h(\psi) \) and below by the \( x \)-axis. A point in this region may be drawn by first drawing \( \psi' \) from \( h(\psi) \), which fixes the \( x \)-coordinate of the point, and then drawing the \( y \)-coordinate of the point as \( U c h(\psi') \). Now, if \( U c h(\psi') \leq \pi(\psi') \), the point lies below \( \pi \) and is accepted; but the latter is simply the acceptance condition of the AR method, which completes the justification.

Below we shall discuss a Markov chain Monte Carlo version of the accept–reject method that can be used when the condition \( \pi(\psi) \leq c h(\psi) \) does not hold for all values of \( \psi \).
2.3. Method of composition

This method is based on the observation that if the joint density $p(\psi_1, \psi_2)$ is expressed as

$$p(\psi_1, \psi_2) = p(\psi_1) p(\psi_2 | \psi_1),$$

and each density on the right hand side is easily sampled, then a draw from the joint distribution may be obtained by

1. drawing $\psi_1^{(j)}$ from $p(\psi_1)$ and then
2. drawing $\psi_2^{(j)}$ from $p(\psi_2 | \psi_1^{(j)})$.

Because $(\psi_1^{(j)}, \psi_2^{(j)})$ is a draw from the joint distribution it follows that the second component of the simulated vector is a draw from the marginal distribution of $\psi_2$:

$$\psi_2^{(j)} \sim p(\psi_2) = \int p(\psi_2 | \psi_1) p(\psi_1) \, d\psi_1.$$

Thus, to obtain a draw $\psi_2^{(j)}$ from $p(\psi_2)$, it is sufficient to produce a sample from the joint distribution and retain the second component. This method is quite important and arises frequently in the setting of MCMC methods.

3. Markov chains

Markov chain Monte Carlo is a method to sample a given multivariate distribution $\pi^*$ by constructing a suitable Markov chain with the property that its limiting,
invariant distribution, is the target distribution $\pi^*$. In most problems of interest, the distribution $\pi^*$ is absolutely continuous and, as a result, the theory of MCMC methods is based on that of Markov chains on continuous state spaces outlined, for example, in Nummelin (1984) and Meyn and Tweedie (1993). Tierney (1994) is the fundamental reference for drawing the connections between this elaborate Markov chain theory and MCMC methods. Basically, the goal of the analysis is to specify conditions under which the constructed Markov chain converges to the invariant distribution, and conditions under which sample path averages based on the output of the Markov chain satisfy a law of large numbers and a central limit theorem.

### 3.1. Definitions and results

A Markov chain is a collection of random variables (or vectors) $\Phi = \{\Phi_i : i \in T\}$ where $T = \{0, 1, 2, \ldots\}$. The evolution of the Markov chain on a space $\Omega \subseteq \mathbb{R}^p$ is governed by the transition kernel

$$P(x, A) \equiv \Pr(\Phi_{i+1} \in A | \Phi_i = x, \Phi_j, j < i)$$

$$= \Pr(\Phi_{i+1} \in A | \Phi_i = x), \quad x \in \Omega, \quad A \subset \Omega,$$

which embodies the Markov assumption that the distribution of each succeeding state in the sequence, given the current and the past states, depends only on the current state.

In general, in the context of Markov chain simulations, the transition kernel has both a continuous and a discrete component. For some function $p(x, y) : \Omega \times \Omega \to \mathbb{R}^+$, the kernel can be expressed as

$$P(x, dy) = p(x, y) dy + r(x) \delta_y(dy),$$

where $p(x, x) = 0$, $\delta_y(dy) = 1$ if $x \in dy$ and 0 otherwise, $r(x) = 1 - \int_\Omega p(x, y) dy$. This transition kernel specifies that transitions from $x$ to $y$ occur according to $p(x, y)$ and transitions from $x$ to $x$ occur with probability $r(x)$.

The transition kernel is thus the distribution of $\Phi_{i+1}$ given that $\Phi_i = x$. The $n$th-step-ahead transition kernel is given by

$$P(n)(x, A) = \int_\Omega P(x, dy) P(n-1)(y, A),$$

where $P^{(1)}(x, dy) = P(x, dy)$ and

$$P(x, A) = \int_A P(x, dy).$$

The objective is to elucidate the conditions under which the $n$th iterate of the transition kernel converges to the invariant distribution $\pi^*$ as $n \to \infty$. The invariant distribution satisfies

$$\pi^*(dy) = \int_\Omega P(x, dy) \pi(x) dx,$$

where $\pi$ is the density of $\pi^*$ with respect to the Lebesgue measure (thus, $\pi^*(dy) = \pi(y) dy$). The invariance condition states that if $\Phi_i$ is distributed according to $\pi^*$, then
all subsequent elements of the chain are also distributed as $\pi^*$. It should be noted that Markov chain samplers are invariant by construction and therefore the existence of the invariant distribution does not have to be checked in any particular application of MCMC methods.

A Markov chain is said to be reversible if the function $p(x,y)$ in Equation (6) satisfies

$$f(x)p(x,y) = f(y)p(y,x),$$

for a density $f(\cdot)$. If this condition holds, it can be shown that $f(\cdot) = \pi(\cdot)$. A reversible chain has $\pi^*$ as an invariant distribution [see Tierney (1994)]. To verify this we evaluate the right hand side of Equation (8):

$$\int P(x,A) \pi(x) \, dx = \int \left\{ \int_A p(x,y) \, dy \right\} \pi(x) \, dx + \int r(x) \delta(A) \pi(x) \, dx,$$

$$= \int \left\{ \int_A p(x,y) \pi(x) \, dx \right\} dy + \int r(x) \pi(x) \, dx,$$

$$= \int \left\{ \int_A p(y,x) \pi(y) \, dx \right\} dy + \int r(x) \pi(x) \, dx,$$

$$= \int (1 - r(y)) \pi(y) \, dy + \int r(x) \pi(x) \, dx,$$

$$= \int \pi(y) \, dy. \tag{10}$$

A minimal requirement to ensure that the Markov chain satisfies a law of large numbers is that of $\pi^*$-irreducibility. This is the requirement that the chain is able to visit all sets with positive probability under $\pi^*$ from any starting point in $\Omega$. Formally, a Markov chain is said to be $\pi^*$-irreducible if for every $x \in \Omega$,

$$\pi^*(A) > 0 \Rightarrow P(\Phi_i \in A | \Phi_0 = x) > 0,$$

for some $i \geq 1$. If the space $\Omega$ is connected and the function $p(x,y)$ is positive and continuous, then the Markov chain with transition kernel given by Equation (7) and invariant distribution $\pi^*$ is $\pi^*$-irreducible.

Another important property of a chain is aperiodicity, which ensures that the chain does not cycle through a finite number of sets. A Markov chain is aperiodic if there exists no partition of $\Omega = (D_0, D_1, \ldots, D_{p-1})$ for some $p \geq 2$ such that $P(\Phi^i \in D_{i \mod(p)} | \Phi_0 \in D_0) = 1$ for all $i$.

These definitions allow us to state the following results [see Tierney (1994)], which form the basis for Markov chain Monte Carlo methods. The first of these results gives conditions under which a strong law of large numbers holds and the second gives conditions under which the probability density of the $M$th iterate of the Markov chain converges to its unique, invariant density.
Theorem 1. Suppose \( \{ \Phi_i \} \) is a \( \pi^* \)-irreducible Markov chain with transition kernel \( P(\cdot, \cdot) \) and invariant distribution \( \pi^* \), then \( \pi^* \) is the unique invariant distribution of \( P(\cdot, \cdot) \) and for all \( \pi^* \)-integrable real-valued functions \( h \),

\[
\frac{1}{M} \sum_{i=1}^{M} h(\Phi_i) \to \int h(x) \pi(x) \, dx \quad \text{as} \quad M \to \infty, \ a.s.
\]

Theorem 2. Suppose \( \{ \Phi_i \} \) is a \( \pi^* \)-irreducible, aperiodic Markov chain with transition kernel \( P(\cdot, \cdot) \) and invariant distribution \( \pi^* \). Then for \( \pi^* \)-almost every \( x \in \Omega \), and all sets \( A \)

\[
\| P^M(x, A) - \pi^*(A) \| \to 0 \quad \text{as} \quad M \to \infty,
\]

where \( \| \cdot \| \) denotes the total variation distance.

A further strengthening of the conditions is required to obtain a central limit theorem for sample-path averages. A key requirement is that of an ergodic chain, i.e., chains that are irreducible, aperiodic and positive Harris-recurrent [for a definition of the latter, see Tierney (1994)]. In addition, one needs the notion of geometric ergodicity. An ergodic Markov chain with invariant distribution \( \pi^* \) is a geometrically ergodic if there exists a non-negative real-valued function (bounded in expectation under \( \pi^* \)) and a positive constant \( r < 1 \) such that

\[
\| P^M(x, A) - \pi^*(A) \| \leq C(x) r^n,
\]

for all \( x \) and all \( n \) and sets \( A \). Chan and Geyer (1994) show that if the Markov chain is ergodic, has invariant distribution \( \pi^* \), and is geometrically ergodic, then for all \( L^2 \) measurable functions \( h \), taken to be scalar-valued for simplicity, and any initial distribution, the distribution of \( \sqrt{M} (\hat{h}_M - Eh) \) converges weakly to a normal distribution with mean zero and variance \( \sigma_h^2 \geq 0 \), where

\[
\hat{h}_M = \frac{1}{M} \sum_{i=1}^{M} h(\Phi_i)
\]

\[
Eh = \int h(\Phi) \pi(\Phi) \, d\Phi,
\]

and

\[
\sigma_h^2 = \text{Var} \, h(\Phi_0) + 2 \sum_{k=1}^{\infty} \text{Cov} \, \{ h(\Phi_0), h(\Phi_k) \}.
\]

3.2. Computation of numerical accuracy and inefficiency factor

Let \( \Phi_1, \Phi_2, \ldots, \Phi_M \) denote the output from a Markov chain, possibly collected after discarding the iterates from an initial burn-in period, and suppose that, as above,
\[ \hat{h}_M = \frac{1}{M} \sum_{i=1}^{M} h(\Phi_i) \] denotes the sample average of the scalar function \( h \). Then, in this context, the variance of \( \hat{h}_M \) based on \( \{h(\Phi_1), \ldots, h(\Phi_M)\} \) is an estimate of \( \sigma^2_h \) where the square root of the variance of \( \hat{h}_M \) is referred to as the **numerical standard error**.

To describe consistent in \( M \) estimators of \( \sigma^2_h \), let \( Z_i = h(\Phi_i) \) \((i \leq M)\). Then, due to the fact that \( \{Z_i\} \) is a dependent sequence

\[
\text{Var}(\hat{h}_M) = M^{-2} \sum_{j,k} \text{Cov}(Z_j, Z_k) \\
= s^2 M^{-2} \sum_{j,k=1}^{M} \rho_{|j-k|} \\
= s^2 M^{-1} \left\{ 1 + 2 \sum_{s=1}^{M} (1 - \frac{s}{M}) \rho_s \right\},
\]

where \( s^2 \) is the sample variance of \( \{Z_i\} \) and \( \rho_s \) is the estimated autocorrelation at lag \( s \) [see Ripley (1987, Ch. 6)]. If \( \rho_s > 0 \) for each \( s \), then this variance is larger than \( s^2/M \) which is the variance under independence. Another estimate of the variance can be found by consistently estimating the spectral density \( f \) of \( \{Z_i\} \) at frequency zero and using the fact that \( \text{Var}(\hat{h}_M) = \tau^2/M \), where \( \tau^2 = 2\pi f(0) \). Finally, a traditional approach to finding the variance is by the method of “batch means.” In this approach, the data \( (Z_1, \ldots, Z_M) \) is divided into \( k \) batches of length \( m \) with means \( B_i = m^{-1}[Z_{(i-1)m+1} + \cdots + Z_{im}] \) and the variance of \( \hat{h}_M \) estimated as

\[
\text{Var}(\hat{h}_M) = \frac{1}{k(k-1)} \sum_{i=1}^{k} (B_i - \bar{B})^2,
\]

where the batch size \( m \) is chosen to ensure that the first order serial correlation of the batch means is less than 0.05.

Given the numerical variance it is common to calculate the **inefficiency factor**, which is also called the **autocorrelation time**, defined as

\[
\kappa_h = \frac{\text{Var}(\hat{h}_M)}{s^2/M}.
\]

This quantity is interpreted as the ratio of the numerical variance of \( \hat{h}_M \) to the variance of \( \hat{h}_M \) based on independent draws, and its inverse is the relative numerical efficiency defined in Geweke (1992). The inefficiency factor serves to quantify the relative efficiency loss in the computation of \( \hat{h}_M \) from correlated versus independent samples.

### 4. Metropolis–Hastings algorithm

The Metropolis–Hastings (M–H) method is a general MCMC method to produce sample variates from a given multivariate density [Tierney (1994), Chib and Greenberg]
It is based on a candidate generating density that is used to supply a proposal value and a probability of move that is used to determine if the proposal value should be taken as the next item of the chain. The probability of move is based on the ratio of the target density (evaluated at the proposal value in the numerator and the current value in the denominator) times the ratio of the proposal density (at the current value in the numerator and the proposal value in the denominator). Because ratios of the target density are involved, knowledge of the normalizing constant of the target density is not required. There are a number of special cases of this method, each defined either by the form of the proposal density or by the form in which the components of \( \psi \) are revised, say in one block or in several blocks. The method is extremely general and powerful, it being possible in principle to view almost any MCMC algorithm, in one way or another, as a variant of the M–H algorithm.

### 4.1. The algorithm

The goal is to simulate the \( d \)-dimensional distribution \( \pi^*(\psi) \), \( \psi \in \Psi \subseteq \mathbb{R}^d \) that has density \( \pi(\psi) \) with respect to some dominating measure. To define the algorithm, let \( q(\psi, \psi') \) denote the candidate generating density, also called a proposal density, that is used to supply a candidate value \( \psi' \) given the current value \( \psi \), and let \( \alpha(\psi, \psi') \) denote the function

\[
\alpha(\psi, \psi') = \begin{cases} 
\min \left[ \frac{\pi(\psi') q(\psi', \psi)}{\pi(\psi) q(\psi, \psi')}, 1 \right] & \text{if } \pi(\psi) q(\psi, \psi') > 0; \\
1 & \text{otherwise.} 
\end{cases}
\]  

(14)

Then, in the M–H algorithm, a candidate value \( \psi' \) is drawn from the proposal density and taken to be the next item of the chain with probability \( \alpha(\psi, \psi') \). If the proposal value is rejected, then the next sampled value is taken to be the current value. In algorithmic form, the simulated values are obtained by the following recursive procedure.

**Algorithm 2: Metropolis-Hastings**

1. Specify an initial value \( \psi^{(0)} \):
2. Repeat for \( j = 1, 2, \ldots, M \).
   a. Propose
      \[
      \psi' \sim q(\psi^{(j)}). 
      \]
   b. Let
      \[
      \psi^{(j+1)} = \begin{cases} 
      \psi' & \text{if } \text{Unif}(0, 1) \leq \alpha(\psi^{(j)}, \psi'); \\
      \psi^{(j)} & \text{otherwise.} 
      \end{cases}
      \]
3. Return the values \( \{\psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(M)}\} \).
Fig. 2. Original Metropolis algorithm: higher density proposal is accepted with probability one and the lower density proposal with probability $a$.

The M–H algorithm delivers variates from $\pi$ under general conditions. Of course, the variates are from $\pi$ only in the limit as the number of iterations becomes large but, in practice, after an initial burn-in phase consisting of (say) $n_0$ iterations, the chain is assumed to have converged and subsequent values are taken as approximate draws from $\pi$. Because theoretical calculation of the burn-in is not easy it is important that the proposal density be chosen to ensure that the chain makes large moves through the support of the invariant distribution without staying at one place for many iterations. Generally, the empirical behavior of the M–H output is monitored by the autocorrelation time of each component of $\psi$ and by the acceptance rate, which is the proportion of times a move is made as the sampling proceeds.

One should observe that the target density appears as a ratio in the probability $a(\psi, \psi')$ and therefore the algorithm can be implemented without knowledge of the normalizing constant of $\pi(\cdot)$. Furthermore, if the candidate-generating density is symmetric, i.e., $q(\psi, \psi') = q(\psi', \psi)$, the acceptance probability only contains the ratio $\pi(\psi')/\pi(\psi)$; hence, if $\pi(\psi') \geq \pi(\psi)$, the chain moves to $\psi'$, otherwise it moves with probability given by $\pi(\psi')/\pi(\psi)$. The latter is the algorithm originally proposed by Metropolis et al. (1953). This version of the algorithm is illustrated in Figure 2.

Different proposal densities give rise to specific versions of the M–H algorithm, each with the correct invariant distribution $\pi$. One family of candidate-generating densities is given by $q(\psi, \psi') = q(\psi' - \psi)$. The candidate $\psi'$ is thus drawn according to the process $\psi' = \psi + z$, where $z$ follows the distribution $q$. Since the candidate is equal to the current value plus noise, this case is called a random walk M–H chain. Possible choices for $q$ include the multivariate normal density and the multivariate-t. The random walk M–H chain is perhaps the simplest version of the M–H algorithm.
[and was the one used by Metropolis et al. (1953)] and quite popular in applications. One has to be careful, however, in setting the variance of $z$; if it is too large it is possible that the chain may remain stuck at a particular value for many iterations while if it is too small the chain will tend to make small moves and move inefficiently through the support of the target distribution. Both circumstances will tend to generate draws that are highly serially correlated. Note that when $q$ is symmetric, the usual circumstance, $q(z) = q(-z)$ and the probability of move only contains the ratio $\pi(y')/\pi(y)$. As mentioned earlier, the same reduction occurs if $q(y, y') = q(y', y)$.

Hastings (1970) considers a second family of candidate-generating densities that are given by the form $q(y, y') = q(y')$. Tierney (1994) refers to this as an independence M–H chain because, in contrast to the random walk chain, the candidates are drawn independently of the current location $y$. In this case, the probability of move becomes

$$
\alpha(y, y') = \min \left\{ \frac{w(y')}{w(y)}, 1 \right\},
$$

where $w(y) = \pi(y)/q(y)$ is the ratio of the target and proposal densities. For this method to work and not get stuck in the tails of $\pi$, it is important that the proposal density have thicker tails than $\pi$. A similar requirement is placed on the importance sampling function in the method of importance sampling [Geweke (1989)]. In fact, Mengersen and Tweedie (1996) show that if $w(y)$ is uniformly bounded then the resulting Markov chain is ergodic.

Chib and Greenberg (1994) discuss a way of formulating proposal densities in the context of time series autoregressive-moving average models that has a bearing on the choice of proposal density for the independence M–H chain. They suggest matching the proposal density to the target at the mode by a multivariate normal or multivariate-$t$ distribution with location given by the mode of the target and the dispersion given by inverse of the Hessian evaluated at the mode. Specifically, the parameters of the proposal density are taken to be

$$
m = \text{arg max} \log \pi(y) \quad \text{and} \quad V = \tau \left\{ -\frac{\partial^2 \log \pi(y)}{\partial y \partial y'} \right\}^{-1}_{y = \hat{y}},$$

where $\tau$ is a tuning parameter that is adjusted to control the acceptance rate. The proposal density is then specified as $q(y') = f(y'|m, V)$, where $f$ is some multivariate density. This may be called a tailored M–H chain.

Another way to generate proposal values is through a Markov chain version of the accept–reject method. In this version, due to Tierney (1994), a pseudo accept–reject step is used to generate candidates for an M–H algorithm. Suppose $c > 0$ is a known constant and $h(y)$ a source density. Let $C = \{y : \pi(y) \leq c h(y)\}$ denote the set of value for which $c h(y)$ dominates the target density and assume that this set has high probability under $\pi^*$. Now given $y^{(n)} = y$, the next value $y^{(n+1)}$
is obtained as follows: First, a candidate value \( y' \) is obtained, independent of the current value \( y \), by applying the accept–reject algorithm with \( ch(\cdot) \) as the “pseudo dominating” density. The candidates \( y' \) that are produced under this scheme have density

\[
q(y') \propto \min\{\pi(y'), ch(y')\}.
\]

If we let \( w(y) = c^{-1} \pi(y)/h(y) \) then it can be shown that the M–H probability of move is given by

\[
\alpha(y, y') = \begin{cases} 
1 & \text{if } y \in C, \\
1/w(y) & \text{if } y \notin C, y' \in C, \\
\min\{w(y'), w(y)\}, & \text{if } y \notin C, y' \notin C.
\end{cases}
\] (16)

The choices mentioned above are not exhaustive. Other proposal densities can be generated by mixing over a set of proposal densities, using one proposal density for a certain number of iterations before switching to another.

4.2. Convergence results

In the M–H algorithm the transition kernel of the chain is given by

\[
P(y, dy') = q(y, y') \alpha(y, y') dy' + r(y) \delta_y(dy'),
\] (17)

where \( \delta_y(dy') = 1 \) if \( y \in dy' \) and 0 otherwise and

\[
r(y) = 1 - \int_{Q} q(y, y') \alpha(y, y') dy'.
\]

Thus, transitions from \( y \) to \( y' (y' \neq y) \) are made according to the density

\[
p(y, y') = q(y, y') \alpha(y, y'), \quad y \neq y',
\]

while transitions from \( y \) to \( y \) occur with probability \( r(y) \). In other words, the density function implied by this transition kernel is of mixed type,

\[
K(y, y') = q(y, y') \alpha(y, y') + r(y) \delta_y(dy'),
\] (18)

having both a continuous and discrete component where now, with change of notation, \( \delta_y(dy') \) is the Dirac delta function defined as \( \delta_y(dy') = 0 \) for \( y' \neq y \) and \( \int_{Q} \delta_y(dy') dy' = 1 \).

Chib and Greenberg (1995a) provide a way to derive and interpret the probability of move \( \alpha(y, y') \). Consider the proposal density \( q(y, y') \). This proposal density \( q \) is not likely to be reversible for \( \pi \) (if it were then we would be done and M–H sampling would not be necessary). Without loss of generality, suppose that \( \pi(y) q(y, y') > \pi(y') q(y', y) \) implying that the rate of transitions from \( y \) to \( y' \) exceed those in the reverse direction. To reduce the transitions from \( y \) to \( y' \) one can introduce a function \( 0 \leq \alpha(y, y') \leq 1 \) such that
\( \pi(\psi) q(\psi, \psi') \alpha(\psi, \psi') = \pi(\psi') q(\psi', \psi) \). Solving for \( \alpha(\psi, \psi') \) yields the probability of move in the M–H algorithm. This calculation reveals the important point that the function \( p(\psi, \psi') = q(\psi, \psi') \alpha(\psi, \psi') \) is reversible by construction, i.e., it satisfies the condition

\[
q(\psi, \psi') \alpha(\psi, \psi') \pi(\psi) = q(\psi', \psi') \alpha(\psi', \psi) \pi(\psi').
\] (19)

It immediately follows, therefore, from the argument in Equation (10) that the M–H kernel has \( \pi(\psi) \) as its invariant density.

It is not difficult to provide conditions under which the Markov chain generated by the M–H algorithm satisfies the conditions of Propositions 1–2. The conditions of Proposition 1 are satisfied by the Metropolis–Hastings chain if \( q(\psi, \psi') \) is positive for \( (\psi, \psi') \) and continuous and the set \( \psi \) is connected. In addition, the conditions of Proposition 2 are satisfied if \( q \) is not reversible (which is the usual situation) which leads to a chain that is aperiodic. Conditions for ergodicity, required for use of the central limit theorem, are satisfied if in addition \( \pi \) is bounded. Other similar conditions are provided by Robert and Casella (1999).

4.3. Example

To illustrate the M–H algorithm consider count data taken from Hand et al. (1994) on the number of seizures for 58 epilepsy patients measured first over an eight week baseline period and then over four subsequent two week intervals. At the end of the baseline, each patient is randomly assigned to either a treatment group, which is given the drug Progabide, or a control group which is given a placebo. The model for these data on the \( i \)th patient at the \( j \)th occasion is taken to be

\[
y_{ij} | M, \beta \sim \text{Poisson}(\lambda_{ij}),
\]

\[
\ln(\lambda_{ij}) = \beta_0 + \beta_1 x_{1ij} + \beta_2 x_{2ij} + \beta_3 x_{3ij} + \ln t_{ij},
\]

\[
\beta \sim N_4(0, 10 I_4),
\]

where \( x_1 \) is an indicator for treatment status, \( x_2 \) is an indicator of period, equal to zero for the baseline and one otherwise, \( x_3 = x_1 x_2 \) and \( t_{ij} \) is the offset that is equal to eight in the baseline period and two otherwise. Because the purpose of this example is illustrative, the model does not incorporate the obvious intra-cluster dependence that is likely to be present in the counts.

The target density in this case is the Bayesian posterior density

\[
\pi(\beta | y, M) \propto \pi(\beta) \prod_{i=1}^{58} \prod_{j=0}^{4} \exp(-\lambda_{ij}) \lambda_{ij}^{y_{ij}},
\]

where \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3) \) and \( \pi(\beta) \) is the density of the \( N(0, 10 I_4) \) distribution. To draw sample variates on \( \beta \) from this density we apply the AR–M–H chain.
Let $\hat{\beta}$ and $V$ denote the maximum likelihood estimate and inverse of observed information matrix, respectively. Then, the source density $h(\beta)$ for the accept–reject method is specified as $f_T(\beta|\hat{\beta}, V, 15)$, a multivariate-$t$ density with fifteen degrees of freedom. The constant $c$ is set equal to 1.5 which implies that the probability of move in Equation (16) is defined in terms of the weight

$$w(\beta|y, \mathcal{M}) = \frac{\pi(\beta) \prod_{i=1}^{58} \prod_{j=4}^{0} \exp(-\lambda_{ij}) \lambda_{ij}^y}{1.5f_T(\beta|\hat{\beta}, V, 15)}.$$  

The MCMC sampler is now run for 10,000 iterations beyond a burn-in of 200 iterations. Of interest in this case is the marginal posterior of $\beta_1$ which is summarized in Figure 3.

The figure includes a time series plot of the sampled values, against iteration, and the associated autocorrelation function. These indicate that there is no sign of serial correlation in the sampled values. Although mixing of this kind is often not achieved, this example shows that it is sometimes possible to have a MCMC algorithm produce virtually i.i.d. draws from the target distribution. We also summarize the marginal posterior distribution by a histogram/kernel smoothed plot and the empirical cumulative distribution function. Because the entire distribution is concentrated on negative values it appears that the drug Progabide tends to lower the seizure counts, conditional on the specified model.
4.4. Multiple-block M–H algorithm

In applications when the dimension of $\psi$ is quite large, it is preferable to construct the Markov chain simulation by first grouping the variables $\psi$ into $p$ blocks $(\psi_1, \ldots, \psi_p)$, with $\psi_k \in \Omega_k \subseteq \mathbb{R}^{d_k}$, and sampling each block, conditioned on the rest, by the M–H algorithm. Hastings (1970) considers this general situation and mentions different possibilities for constructing a Markov chain on the product space $\Omega = \Omega_1 \times \cdots \times \Omega_p$.

Let $\psi_{-k} = (\psi_1, \ldots, \psi_{k-1}, \psi_{k+1}, \ldots, \psi_p)$ denote the variables (blocks) excluding $\psi_k$, in order to describe the multiple-block M–H algorithm. Also let $\pi(\psi_k, \psi_{-k})$ denote the joint density of $\psi$, regardless of where $\psi_k$ appears in the list $(\psi_1, \ldots, \psi_p)$. Furthermore, let $\{q_k(\psi_k, \psi_k'|\psi_{-k}), k \leq p\}$ denote a collection of proposal densities, one for each block $\psi_k$, where the proposal density $q_k$ may depend on the current value of the remaining blocks and is specified along the lines mentioned in connection with the single-block M–H algorithm. Finally, define

$$
\alpha_k(\psi_k, \psi_k'|\psi_{-k}) = \min \left\{ \frac{\pi(\psi_k', \psi_{-k}) q_k(\psi_k', \psi_k|\psi_{-k})}{\pi(\psi_k, \psi_{-k}) q_k(\psi_k, \psi_k'|\psi_{-k})}, 1 \right\},
$$

as the probability of move for block $\psi_k$ conditioned on $\psi_{-k}$. Then, in the multiple-block M–H algorithm, one cycle of the algorithm is completed by updating each block, say sequentially in fixed order, using a M–H step with the above probability of move, given the most current value of the remaining blocks. The algorithm may be summarized as follows.

**Algorithm 3: Multiple-block Metropolis-Hastings**

(1) Specify an initial value $\psi^{(0)} = (\psi_1^{(0)}, \ldots, \psi_p^{(0)})$

(2) Repeat for $j = 1, 2, \ldots, M$

   (a) Repeat for $k = 1, 2, \ldots, p$

      (i) Propose

      $$\psi_k^{(j)} \sim q(\psi_k^{(j)}, \psi_k'|\psi_{-k}).$$

      (ii) Calculate

      $$\alpha_k(\psi_k^{(j)}, \psi_k'|\psi_{-k}) = \min \left\{ \frac{\pi(\psi_k', \psi_{-k}) q_k(\psi_k', \psi_k|\psi_{-k})}{\pi(\psi_k, \psi_{-k}) q_k(\psi_k, \psi_k'|\psi_{-k})}, 1 \right\}.$$  

      (iii) Set

      $$\psi_k^{(j+1)} = \begin{cases} 
\psi_k' & \text{if } \text{Unif}(0, 1) \leq \alpha_k(\psi_k^{(j)}, \psi_k'|\psi_{-k}) \\
\psi_k^{(j)} & \text{otherwise}.
\end{cases}$$

(3) Return the values $\{\psi^{(1)}, \psi^{(2)}, \ldots, \psi^{(M)}\}$. 

Before we examine this algorithm, some features of this method should be noted.
First, the version of the algorithm presented above assumes that the blocks are revised sequentially in fixed order. This is not necessary and the blocks may be updated in random order. Second, at the moment block \( k \) is updated in this algorithm, the blocks \((y_1, \ldots, y_{k-1})\) have already been revised while the blocks \((y_{k+1}, \ldots, y_p)\) have not. Thus, at each step of the algorithm one must be sure to condition on the most current value of the blocks in \( y_{\cdot k} \). Finally, if the proposal density \( q_k \) is determined by tailoring to \( \tau(\psi_k, \psi_{\cdot k}) \), as in Chib and Greenberg (1994), then this implies that the proposal density is not fixed but varies across iterations.

To understand the multiple-block M–H algorithm, first note that the transition kernel of the \( k \)th block, conditioned on \( y_{\cdot k} \), may be expressed as

\[
P_k(\psi_k, d\psi'_k | y_{\cdot k}) = q(\psi_k, \psi'_k | y_{\cdot k}) \alpha(\psi_k, \psi'_k | y_{\cdot k}) d\psi'_k + r(\psi_k | y_{\cdot k}) \delta_{\psi_k}(d\psi'_k),
\]

where the notation is similar to that of Equation (17). It can be readily shown that, for a given \( \psi_{\cdot k} \), this kernel satisfies what may be called the local reversibility condition

\[
\tau(\psi_k | y_{\cdot k}) q(\psi_k, \psi'_k | y_{\cdot k}) \alpha(\psi_k, \psi'_k | y_{\cdot k}) = \tau(\psi'_k | y_{\cdot k}) q(\psi'_k, \psi_k | y_{\cdot k}) \alpha(\psi'_k, \psi_k | y_{\cdot k}).
\]

As a consequence, the transition kernel of the move from \( \psi = (\psi_1, \psi_2, \ldots, \psi_k) \) to \( \psi' = (\psi'_1, \psi'_2, \ldots, \psi'_k) \), under the assumption that the blocks are revised sequentially in fixed order, is given by the product of transition kernels

\[
P(\psi, d\psi') = \prod_{k=1}^p P_k(\psi_k, d\psi'_k | y_{\cdot k}).
\]

This transition kernel is not reversible, as can be easily checked, because under fixed sequential updating of the blocks updating in the reverse order never occurs. The multiple-block M–H algorithm, however, satisfies the weaker condition of invariance. To show this, we follow Chib and Greenberg (1995a). Consider for notational simplicity the case of two blocks, \( \psi = (\psi_1, \psi_2) \), where \( \psi_k : d_k \times 1 \). Now, due to the fact that the local moves satisfy the local reversibility condition (22), the transition kernel \( P_1(\psi_1, d\psi_1 | \psi_2) \) has \( \tau^*_{1|2}(\cdot | \psi_2) \) as its local invariant distribution (with density \( \tau^*_{1|2}(\cdot | \psi_2) \)), i.e.,

\[
\tau^*_{1|2}(d\psi_1 | \psi_2) = \int P_1(\psi_1, d\psi_1 | \psi_2) \tau_{1|2}(\psi_1 | \psi_2) d\psi_1.
\]
Similarly, the conditional transition kernel $P_2(\psi_2, d\psi_2 | \psi_1)$ has $\pi^*_{2|1}(\cdot | \psi_1)$ as its invariant distribution, for a given value of $\psi_1$. Then, the kernel formed by multiplying the conditional kernels is invariant for $\pi^*(\cdot, \cdot)$:

$$\int \int P_1(\psi_1, d\psi'_1 | \psi_2) P_2(\psi_2, d\psi'_2 | \psi'_1) \pi(\psi_1, \psi_2) d\psi_1 d\psi_2$$

$$= \int P_2(\psi_2, d\psi'_2 | \psi'_1) \left[ \int P_1(\psi_1, d\psi'_1 | \psi_2) \pi_{1|2}(\psi_1 | \psi_2) d\psi_1 \right] \pi_2(\psi_2) d\psi_2$$

$$= \int P_2(\psi_2, d\psi'_2 | \psi'_1) \pi^*_{1|2}(d\psi'_1 | \psi_2) \pi_2(\psi_2) d\psi_2$$

$$= \int P_2(\psi_2, d\psi'_2 | \psi'_1) \frac{\pi_{2|1}(\psi_2 | \psi'_1) \pi_2^{\ast}(d\psi'_1)}{\pi_2(\psi_2)} d\psi_2$$

$$= \pi^*_{1|2}(d\psi'_1) \int P_2(\psi_2, d\psi'_2 | \psi'_1) \pi_{2|1}(\psi_2 | \psi'_1) d\psi_2$$

$$= \pi^*_{1|2}(d\psi'_1, d\psi'_2),$$

where the third line follows from Equation (24), the fourth from Bayes theorem, the sixth from assumed invariance of $P_2$, and the last from the law of total probability.

The implication of this “product of kernels” result is that it allows us to take draws in succession from each of the kernels, instead of having to run each to convergence for every value of the conditioning variable.

### 5. The Gibbs sampling algorithm

Another MCMC method, which is a special case of the multiple-block Metropolis–Hastings method, is called the Gibbs sampling method and was brought into statistical prominence by Gelfand and Smith (1990). An elementary introduction to Gibbs sampling is provided by Casella and George (1992). In this algorithm the parameters are grouped into $p$ blocks $(\psi_1, \ldots, \psi_p)$ and each block is sampled according to the full conditional distribution of block $\psi_k$, defined as the conditional distribution under $\pi$ of $\psi_k$ given all the other blocks $\psi_{-k}$ and denoted as $\pi(\psi_k | \psi_{-k})$. In parallel with the multiple-block M–H algorithm, the most current value of the remaining blocks is used in deriving the full conditional distribution of each block. Derivation of the full conditional distributions is usually quite simple since, by Bayes theorem, $\pi(\psi_k | \psi_{-k}) \propto \pi(\psi_k, \psi_{-k})$, the joint distribution of all the blocks. In addition, the powerful device of data augmentation, due to Tanner and Wong (1987), in which latent or auxiliary variables are artificially introduced into the sampling, is often used to simplify the derivation and sampling of the full conditional distributions.
5.1. The algorithm

To define the Gibbs sampling algorithm, let the set of full conditional distributions be

\[
\{ \pi(y_1 | y_2, \ldots, y_p); \pi(y_2 | y_1, y_3, \ldots, y_p); \ldots; \pi(y_p | y_1, \ldots, y_{d-1}) \}.
\]

Now one cycle of the Gibbs sampling algorithm is completed by simulating \{ y_k \}_{k=1}^p from these distributions, recursively updating the conditioning variables as one moves through each distribution. When \( d = 2 \) one obtains the two block Gibbs sampler that is featured in the work of Tanner and Wong (1987). The Gibbs sampler in which each block is revised in fixed order is defined as follows.

\textbf{Algorithm 4: Gibbs sampling}

(1) Specify an initial value \( y^{(0)} = (y_1^{(0)}, \ldots, y_p^{(0)}) \).

(2) Repeat for \( j = 1, 2, \ldots, M \)

\begin{align*}
&\text{Generate } y_1^{(j+1)} \text{ from } \pi(y_1 | y_2^{(j)}, y_3^{(j)}, \ldots, y_p^{(j)}). \\
&\text{Generate } y_2^{(j+1)} \text{ from } \pi(y_2 | y_1^{(j+1)}, y_3^{(j)}, \ldots, y_p^{(j)}). \\
&\vdots \\
&\text{Generate } y_p^{(j+1)} \text{ from } \pi(y_p | y_1^{(j+1)}, \ldots, y_{p-1}^{(j+1)}).
\end{align*}

(3) Return the values \{ y_1^{(1)}, y_2^{(2)}, \ldots, y^{(M)} \}.

Thus, the transition of \( y_k \) from \( y_k^{(j)} \) to \( y_k^{(j+1)} \) is effected by taking a draw from the conditional distribution

\[
\pi \left( y_k | y_1^{(j+1)}, \ldots, y_{k-1}^{(j+1)}, y_{k+1}^{(j)}, \ldots, y_p^{(j)} \right),
\]

where the conditioning elements reflect the fact that when the \( k \)th block is reached, the previous \((k - 1)\) blocks have already been updated. The transition density of the chain, again under the maintained assumption that \( \pi \) is absolutely continuous, is therefore given by the product of transition kernels for each block:

\[
K \left( y^{(j)}, y^{(j+1)} \right) = \prod_{k=1}^p \pi \left( y_k | y_1^{(j+1)}, \ldots, y_{k-1}^{(j+1)}, y_{k+1}^{(j)}, \ldots, y_p^{(j)} \right). \quad (25)
\]

To illustrate the manner in which the blocks are revised, we consider a two block case, each with a single component, and trace out in Figure 4 a possible trajectory of the sampling algorithm. The contours in the plot represent the joint distribution of \( \psi \) and the labels “(0)”, “(1)”, etc., denote the simulated values. Note that one iteration of the algorithm is completed after both components are revised. Also notice that each component is revised along the direction of the coordinate axes. This feature can be a source of problems if the two components are highly correlated because then
the contours become compressed and movements along the coordinate axes tend to produce only small moves. We return to this issue below.

5.2. Connection with the multiple-block M–H algorithm

A connection with the M–H algorithm can be drawn by noting that the full conditional distribution by Bayes theorem is proportional to the joint distribution, i.e.,

\[ p(y_k | y_{-k}) \propto p(y_k, y_{-k}). \]

Now recall that the probability of move in the multiple-block M–H algorithm from Equation (20) is

\[ \alpha_k(y_k, y'_k | y_{-k}) = \min \left\{ \frac{p(y'_k, y_{-k}) q(y_k, y_{-k}|y')}{p(y_k, y_{-k}) q(y'_k, y_{-k}|y)}, 1 \right\}, \]

so if one substitutes

\[
\begin{align*}
q(y_k, y'_k | y_{-k}) &= \mathcal{N}(y_k, y_{-k}), \\
q(y'_k, y_k | y_{-k}) &= \mathcal{N}(y_k, y_{-k}),
\end{align*}
\]

in this expression all the terms cancel implying that the probability of accepting the proposal is one. Thus, the Gibbs sampling algorithm is a special case of the multiple-block M–H algorithm.

It should be noted that a multiple-block M–H algorithm in which only some of the blocks are sampled using the full conditional distributions are sometimes called hybrid samplers or Metropolis-within-Gibbs samplers. These names are not very informative or precise and it is preferable to continue to refer to such algorithms as multiple-block M–H algorithms. The only algorithm that should properly be referred to as the Gibbs algorithm is the one in which each block is sampled directly from its full conditional distribution.
5.3. Invariance of the Gibbs Markov chain

The Gibbs transition kernel is invariant by construction. This is a consequence of the fact that the Gibbs algorithm is a special case of the multiple-block M–H algorithm which is invariant as was established in the last section. A direct calculation also reveals the same result. Consider for simplicity the situation of two blocks when the transition kernel density is

\[ K(\psi, \psi') = \pi(\psi'_1 | \psi_2) \pi(\psi'_2 | \psi_1). \]

To check invariance we need to show that

\[ \int K(\psi, \psi') \pi(\psi_1, \psi_2) \, d\psi_1 \, d\psi_2 = \int \pi(\psi'_1 | \psi_2) \pi(\psi'_2 | \psi'_1) \pi(\psi_1, \psi_2) \, d\psi_1 \, d\psi_2, \]

is equal to \( \pi(\psi'_1, \psi'_2) \). This is easily verified because \( \pi(\psi'_2 | \psi'_1) \) comes out of the integral, and the integral over \( \psi_1 \) and \( \psi_2 \) produces \( \pi(\psi'_1) \). This calculation can be extended to any number of blocks in the same way. In addition, the Gibbs Markov chain is not reversible. Reversible Gibbs samplers are discussed by Liu, Wong and Kong (1995).

5.4. Sufficient conditions for convergence

Under rather general conditions, which are easy to verify, the Markov chain generated by the Gibbs sampling algorithm converges to the target density as the number of iterations become large. Formally, if we let \( K(\psi, \psi') \) represent the transition density of the Gibbs algorithm and let \( K^{(M)}(\psi_0, \psi') \) be the density of the draw \( \psi' \) after \( M \) iterations given the starting value \( \psi_0 \), then

\[ \| K^{(M)}(\psi_0, \psi') - \pi(\psi') \| \rightarrow 0 \text{ as } M \rightarrow \infty. \]

Roberts and Smith (1994) [see also Chan (1993)] have shown that the conditions of Proposition 2 are satisfied under the following conditions: (i) \( \pi(\psi) > 0 \) implies there exists an open neighborhood \( N_\psi \) containing \( \psi \) and \( \epsilon > 0 \) such that, for all \( \psi' \in N_\psi \), \( \pi(\psi') \geq \epsilon > 0 \); (ii) \( f(\psi) \, d\psi_k \) is locally bounded for all \( k \), where \( \psi_k \) is the \( k \)th block of parameters; and (iii) the support of \( \psi \) is arc connected.

It is difficult to find non-pathological problems where these conditions are not satisfied.

5.5. Estimation of density ordinates

We mention that if the full conditional densities are available, whether in the context of the multiple-block M–H algorithm or that of the Gibbs sampler, then the MCMC output can be used to estimate posterior marginal density functions Tanner and Wong (1987)
and Gelfand and Smith (1990). One possibility is to use a non-parametric kernel smoothing method which, however, suffers from the curse of dimensionality problem. A more efficient possibility is to exploit the fact that the marginal density of $\psi_k$ at the point $\psi_k^*$ is

$$\pi(\psi_k^*) = \int \pi(\psi_k^* | \psi_{-k}) \pi(\psi_{-k}) d\psi_{-k},$$

where as before $\psi_{-k} = \psi \setminus \psi_k$. Provided the normalizing constant of $\pi(\psi_k^* | \psi_{-k})$ is known, we can estimate the marginal density as an average of the full conditional density over the simulated values of $\psi_{-k}$:

$$\hat{\pi}(\psi_k^*) = M^{-1} \sum_{j=1}^{M} \pi(\psi_k^* | \psi_{-k}^{(j)}).$$

Then, under the assumptions of Proposition 1,

$$M^{-1} \sum_{j=1}^{M} \pi(\psi_k^* | \psi_{-k}^{(j)}) \rightarrow \pi(\psi_k^*), \quad \text{as} \quad M \rightarrow \infty.$$

Gelfand and Smith (1990) refer to this approach as “Rao–Blackwellization” because of the connections with the Rao–Blackwell theorem in classical statistics. That connection is more clearly seen in the context of estimating (say) the mean of $\psi_k$, $E(\psi_k) = \int \psi_k \pi(\psi_k) \, d\psi_k$. By the law of the iterated expectation,

$$E(\psi_k) = E\{E(\psi_k | \psi_{-k})\},$$

and therefore the estimates

$$M^{-1} \sum_{j=1}^{M} \psi_k^{(j)},$$

and

$$M^{-1} \sum_{j=1}^{M} E(\psi_k | \psi_{-k}^{(j)}),$$

both converge to $E(\psi_k)$ as $M \rightarrow \infty$. Under i.i.d. sampling, and under Markov sampling provided some conditions are satisfied [see Liu, Wong and Kong (1994), Geyer (1995), Casella and Robert (1996) and Robert and Casella (1999)], it can be shown that the variance of the latter estimate is smaller than that of the former. Thus, it can help to average the conditional mean $E(\psi_k | \psi_{-k})$, if that were available, rather than average
the draws directly. Gelfand and Smith appeal to this analogy to argue that the Rao–Blackwellized estimate of the density is preferable to that based on the method of kernel smoothing. Chib (1995) extends the Rao–Blackwellization approach to estimate “reduced conditional ordinates” defined as the density of $\psi_k$ conditioned on one or more of the remaining blocks. More discussion of this is provided below in Section 10 on Bayesian model choice. Finally, Chen (1994) provides an importance weighted estimate of the marginal density for cases where the conditional posterior density does not have a known normalizing constant. Chen’s estimator is based on the identity

$$\pi(\psi_k^*) \propto \int w(\psi_k | \psi_{-k}) \frac{\pi(\psi_k^*, \psi_{-k})}{\pi(\psi_k, \psi_{-k})} \pi(\psi) \, d\psi,$$

where $w(\psi_k | \psi_{-k})$ is a completely known conditional density whose support is equal to the support of the full conditional density $\pi(\psi_k | \psi_{-k})$. In this form, the normalizing constant of the full conditional density is not required and given a sample of draws $\{\psi^{(1)}, \ldots, \psi^{(M)}\}$ from $\pi(\psi)$, a Monte Carlo estimate of the marginal density is given by

$$\hat{\pi}(\psi_k^*) = M^{-1} \sum_{j=1}^{M} w(\psi_k^{(j)} | \psi_{-k}^{(j)}) \frac{\pi(\psi_k^{*}, \psi_{-k}^{(j)})}{\pi(\psi_k^{(j)}, \psi_{-k}^{(j)})}.$$

Chen (1994) discusses the choice of the conditional density $w$. Since it depends on $\psi_{-k}$, the choice of $w$ will vary from one sampled draw to the next.

### 5.6. Example: simulating a truncated multivariate normal

To illustrate the Gibbs sampling algorithm consider the question of sampling a trivariate normal distribution truncated to the positive orthant. In particular, let the target distribution be

$$\pi(\psi) = \frac{1}{\Pr(\psi \in A)} f_N(\mu, \Sigma) I(\psi \in A) \propto f_N(\mu, \Sigma) I(\psi \in A),$$

where $\mu = (5, 1, 1.5)'$, $\Sigma$ is in equi-correlated form with units on the diagonal and 0.7 on the off-diagonal, $A = (0, \infty) \times (0, \infty) \times (0, \infty)$ and $\Pr(\psi \in A)$ is the normalizing constant which is difficult to compute. Following Geweke (1991), one may define the Gibbs sampler with the blocks $\psi_1, \psi_2, \psi_3$ and the full conditional distributions

$$\pi(\psi_1 | \psi_2, \psi_3); \pi(\psi_2 | \psi_1, \psi_3); \pi(\psi_3 | \psi_1, \psi_2),$$

where each of these full conditional distributions is univariate truncated normal restricted to the interval $(0, \infty)$:

$$\pi(\psi_k | \psi_{-k}) \propto f_N \left( \psi_k | \mu_k + C_k \Sigma_{-k}^{-1} (\psi_{-k} - \mu_{-k}), \Sigma_k - C_k \Sigma_{-k}^{-1} C_k \right) I(\psi_k \in (0, \infty)).$$

(27)

In this expression we have utilized the well known result about conditional normal distributions and have let $C_k = \text{Cov}(\psi_k, \psi_{-k})$, $\Sigma_{-k} = \text{Var}(\psi_{-k})$ and $\mu_{-k} = E(\psi_{-k})$. Note
that, unfortunately, the use of singleton block sizes is unavoidable in this problem because the conditional distribution of any two components given the third is not easy to simulate.

Figure 5 gives the marginal distribution of each component of $\psi_k$ from a Gibbs sampling run of $M = 10,000$ iterations with a burn-in of 100 cycles. The figure includes both the histograms of the sampled values and the Rao–Blackwellized estimates of the marginal densities based on the averaging of Equation (27) over the simulated values of $\psi_{-k}$. The agreement between the two density estimates is close. In the bottom panel of Figure 5 we plot the autocorrelation function of the sampled draws. The rapid decline in the autocorrelations for higher lags indicates that the sampler is mixing well.

6. Sampler performance and diagnostics

In implementing a MCMC method it is important to assess the performance of the sampling algorithm to determine the rate of mixing and the size of the burn-in, both having implications for the number of iterations required to get reliable answers. A large literature has now emerged on these issues, for example, Robert (1995), Tanner (1996, Section 6.3), Cowles and Carlin (1996), Gammerman (1997, Section 5.4),
Brooks, Dellaportas and Roberts (1997) and Robert and Casella (1999), but the ideas, although related in many ways, have not coalesced into a single prescription.

One approach for determining sampler performance and the size of the burn-in time is to employ analytical methods to the specified Markov chain, prior to sampling. This approach is exemplified in the work of, for example, Meyn and Tweedie (1994), Polson (1996), Roberts and Tweedie (1996) and Rosenthal (1995). Two factors have inhibited the growth and application of these methods. The first is that the calculations are difficult and problem-specific, and second, the upper bounds for the burn-in that emerge from such calculations are usually highly conservative.

At this time the more popular approach is to utilize the sampled draws to assess both the performance of the algorithm and its approach to the stationary, invariant distribution. Several such relatively informal methods are now available. Gelfand and Smith (1990) recommend monitoring the evolution of the quantiles as the sampling proceeds. Another quite useful diagnostic, one that is perhaps the simplest and most direct, are autocorrelation plots (and autocorrelation times) of the sampled output. Slowly decaying correlations indicate problems with the mixing of the chain. It is also useful in connection with M–H Markov chains to monitor the acceptance rate of the proposal values with low rates implying “stickiness” in the sampled values and thus a slower approach to the invariant distribution.

Somewhat more formal sample-based diagnostics are also available in the literature, as summarized in the CODA routines provided by Best, Cowles and Vines (1995). Although these diagnostics often go under the name “convergence diagnostics” they are in principle approaches that detect lack of convergence. Detection of convergence based entirely on the sampled output, without analysis of the target distribution, is extremely difficult and perhaps impossible. Cowles and Carlin (1996) discuss and evaluate thirteen such diagnostics [for example, those proposed by Geweke (1992), Raftery and Lewis (1992), Ritter and Tanner (1992), Gelman and Rubin (1992), Zellner and Min (1995), amongst others] without arriving at a consensus. Difficulties in evaluating these methods stem from the fact that some of these methods apply only to Gibbs Markov chains [for example, those of Ritter and Tanner (1992) and Zellner and Min (1995)] while others are based on the output not just of a single chain but on that of multiple chains specifically run from “disparate starting values” as in the method of Gelman and Rubin (1992). Finally, some methods assess the behavior of univariate moment estimates [as in the approach of Geweke (1992) and Gelman and Rubin (1992)] while others are concerned with the behavior of the entire transition kernel [as in Ritter and Tanner (1992) and Zellner and Min (1995)]. Further developments in this area are ongoing.

### 7. Strategies for improving mixing

In practice, while implementing MCMC methods it is important to construct samplers that mix well, where mixing is measured by the autocorrelation time, because such
samplers can be expected to converge more quickly to the invariant distribution. Over the years a number of different recipes for designing samplers with low autocorrelation times have been proposed although it may sometimes be difficult, because of the complexity of the problem, to apply any of these recipes.

7.1. Choice of blocking

As a general rule, sets of parameters that are highly correlated should be treated as one block when applying the multiple-block M–H algorithm. Otherwise, it would be difficult to develop proposal densities that lead to large moves through the support of the target distribution and the sampled draws would tend to display autocorrelations that decay slowly. To get a sense of the problem, it may be worthwhile for the reader to use the Gibbs sampler to simulate a bivariate normal distribution with unit variances and covariance (correlation) of 0.95.

The importance of coarse, or highly grouped, blocking has been highlighted in a number of different problems for example, the state space model, hidden Markov model and longitudinal data models with random effects. In each of these situations, which are further discussed below in detail, the parameter space is quite large on account of the fact that auxiliary variables are included in the sampling (the latent states in the case of the state space model and the random effects in the case of the longitudinal data model). These latent variables tend to be highly correlated either amongst themselves, as in the case of the state space model, or with a different set of variables as in the case of the panel model.

Blocks can be combined by the method of composition. For example, suppose that $\psi_1$, $\psi_2$ and $\psi_3$ denote three blocks and that the distribution $\psi_1 | \psi_3$ is tractable (i.e., can be sampled directly). Then, the blocks $(\psi_1, \psi_2)$ can be collapsed by first sampling $\psi_1$ from $\psi_1 | \psi_3$ followed by $\psi_2$ from $\psi_2 | \psi_1, \psi_3$. This amounts to a two block MCMC algorithm. In addition, if it is possible to sample $(\psi_1, \psi_2)$ marginalized over $\psi_3$ then the number of blocks is reduced to one. Liu (1994) and Liu, Wong and Kong (1994) discuss the value of these strategies in the context of a three-block Gibbs MCMC chains. Roberts and Sahu (1997) provide further discussion of the role of blocking in the context of Gibbs Markov chains used to sample multivariate normal target distributions.

7.2. Tuning the proposal density

As mentioned above, the proposal density in a M–H algorithm has an important bearing on the mixing of the MCMC chain. Fortunately, one has great flexibility in the choice of candidate generating density and it is possible to adapt the choice to the specific context of a given problem. For example, Chib, Greenberg and Winkelmann (1998) develop and compare four different choices in the context of longitudinal random effects for count data. In this problem, each cluster (or individual) has its own random effects and each of these has to be sampled from an intractable target distribution.
If one lets $n$ denote the number of clusters, where $n$ is typically large, say in excess of a thousand, then the number of blocks in the MCMC implementation is $n + 3$ ($n$ for each of the random effect distributions, two for the fixed effects and one for the variance components matrix). For this problem, the multiple-block M–H algorithm requires $n + 1$ M–H steps within one iteration of the algorithm. Tailored proposal densities are therefore computationally quite expensive but one can use a mixture of proposal densities where a less demanding proposal, for example a random walk proposal, is combined with the tailored proposal to sample each of the $n$ random effect target distributions. Further discussion of mixture proposal densities for the purpose of improving mixing is contained in Tierney (1994).

7.3. Other strategies

In some problems it is possible to reparameterize the variables to make the blocks less correlated. See Hills and Smith (1992) and Gelfand, Sahu and Carlin (1995) where under certain circumstances reparameterization is shown to be beneficial for simple one-way analysis of variance models, and for general hierarchical normal linear models.

Another strategy that can prove useful is importance resampling in which the MCMC sampler is applied not to the target distribution $\pi$ but to a modified distribution $\pi^*$, for which a well mixing sampler can be designed, and which is close to $\pi$. Now suppose $\{\psi^{(1)}, \ldots, \psi^{(M)}\}$ are draws from the target distribution $\pi^*$. These can be made to correspond to the target distribution $\pi$ by attaching the weight $w_j = \pi(\psi^{(j)})/\pi^*(\psi^{(j)})$ to each draw and then re-sampling the sampled values with probability given by $\{w_j/\sum_{g=1}^M w_g\}$. This strategy was introduced for a different purpose by Rubin (1988) and then employed by Gelfand and Smith (1992) and Albert (1993) to study the sensitivity of the posterior distribution to small changes in the prior without involving a new MCMC calculation. Its use for improving mixing in the MCMC context is illustrated by Kim, Shephard and Chib (1998) where a nonlinear state space model of stochastic volatility is approximated accurately by a mixture of state space models; an efficient MCMC algorithm is then developed for the latter target distribution and the draws are finally re-sampled to correspond to the original nonlinear model.

Other approaches have also been discussed in the literature. Marinari and Parisi (1992) develop the simulated tempering method whereas Geyer and Thompson (1995) develop a related technique that they call the Metropolis-coupled MCMC method. Both these approaches rely on a series of transition kernels $\{K_1, \ldots, K_m\}$ where only $K_1$ has $\pi^*$ as the stationary distribution. The other kernels have equilibrium distributions $\pi_i$, which Geyer and Thompson take to be $\pi_i(\psi) = \pi(\psi)^{1/i}$, $i = 2, \ldots, m$. This specification produces a set of target distributions that have higher variance than $\pi^*$. Once the transition kernels and equilibrium distributions are specified then the Metropolis-coupled MCMC method requires that each of the $m$ kernels be used in parallel. At each iteration, after the $m$ draws have been obtained, one randomly selects
two chains to see if the states should be swapped. The probability of swap is based on the M–H acceptance condition. At the conclusion of the sampling, inference is based on the sequence of draws that correspond to the distribution \( p^* \). These methods promote rapid mixing because draws from the various “flatter” target densities have a chance of being swapped with the draws from the base kernel \( K_1 \). Thus, variates that are unlikely under the transition \( K_1 \) have a chance of being included in the chain, leading to more rapid exploration of the parameter space.

8. MCMC algorithms in Bayesian estimation

8.1. Overview

Markov chain Monte Carlo methods have proved enormously popular in Bayesian statistics [for wide-ranging discussions of the Bayesian paradigm see, for example, Zellner (1971), Leamer (1978), Berger (1985), O’Hagan (1994), Bernardo and Smith (1994), Poier (1995), Gelman, Meng, Stern and Rubin (1995)], where these methods have opened up vistas that were unimaginable fifteen years ago. Within the Bayesian framework, where both parameters and data are treated as random variables and inferences about the parameters are conducted conditioned on the data, the posterior distribution of the parameters provides a natural target for MCMC methods. Sometimes the target distribution is the posterior distribution of the parameters augmented by latent data, in which case the MCMC scheme operates on a space that is considerably larger than the parameter space. This strategy, which goes under the name of data augmentation, is illustrated in several models below and its main virtue is that it allows one to conduct the MCMC simulation without having to evaluate the likelihood function of the parameters. The latter feature is of considerable importance especially when the model of interest has a complicated likelihood function and likelihood based inference is difficult. Admittedly, in standard problems such as the linear regression model, there may be little to be gained by utilizing MCMC methods or in fact by adopting the Bayesian approach, but the important point is that MCMC methods provide a complete computational toolkit for conducting Bayesian inference in models that are both simple and complicated. This is the central reason for the current growing appeal of Bayesian methods in theoretical and practical work and this appeal is likely to increase once MCMC Bayesian software, presently under development at various sites, becomes readily available.


MCMC methods have also been extended to the realm of Bayesian model choice. Problems related to variable selection in regression models, hypothesis testing in nested models and the general problem of model choice are now all amenable to analysis by MCMC methods. The basic strategies are developed in the following papers: variable selection in regression [George and McCulloch (1993)]; hypothesis testing in nested models [Verdinelli and Wasserman (1995)]; predictive model comparison [Gelfand and Dey (1994)]; marginal likelihood and Bayes factor computation [Chib (1995)]; composite model space and parameter space MCMC [Carlin and Chib (1995), Green (1995)]. These developments are discussed in Section 10.

We now provide a set of applications of MCMC methods to models largely drawn from the list above. These models serve to illustrate a number of general techniques, for example, derivations of full conditional distributions, use of latent variables in the sampling (data augmentation) to avoid computation of the likelihood function, and issues related to blocking. Because of the modular nature of MCMC methods, the algorithms presented below can serve as the building blocks for other models not considered here. In some instances one would only need to combine different pieces of these algorithms to fit a new model.

8.2. Notation and assumptions

To streamline the discussion we collect some of the notation that is used in the rest of the paper.

The \(d\)-variate normal distribution with mean vector \(\mu\) and covariance matrix \(\Omega\) is denoted by \(N_d(\mu, \Omega)\). Its density at the point \(t \in \mathbb{R}^d\) is denoted by \(\phi_d(t|\mu, \Omega)\). The univariate normal density truncated to the interval \((a, b)\) is denoted by \(T N_{[\mu, \sigma^2]}(\mu, \sigma^2)\)
with density at the point \( t \in (a, b) \) given by
\[
\phi(t|\mu, \sigma^2)\phi(\Phi((b - \mu)/\sigma) - \Phi((a - \mu)/\sigma)),
\]
where \( \phi \) is the univariate normal density and \( \Phi(\cdot) \) is the c.d.f. of the standard normal random variable.

A \( d \)-variate random vector distributed according to the multivariate-t distribution with mean vector \( \mu \), dispersion matrix \( \Sigma \) and \( \xi \) degrees of freedom has density \( f_T(t|\mu, \Omega, \xi) \) given by
\[
\frac{\Gamma((\xi + 1)/2)\Gamma(\xi/2)}{(\xi\pi)^{d/2}|\Omega|^{1/2}} \left\{ 1 + \frac{1}{\xi}(t - \mu)\Omega^{-1}(t - \mu) \right\}^{-(\xi + d)/2}.
\]
The gamma distribution is denoted by \( G(a, b) \) with density at the point \( t \) by
\[
f_G(t|a, b) \propto t^{a-1} \exp(-bt) I[t > 0],
\]
where \( I[A] \) is the indicator function of the event \( A \).

In connection with the sampling design of the observations and the error terms we use “ind” to denote independent and “i.i.d.” to denote independent and identically distributed. The response variable (or vector) of the model is denoted by either \( y_i \) or \( Y_t \), the sample size by \( n \) and the entire collection of sample data by \( y = (y_1, \ldots, y_n) \). In some instances, we let \( Y_t = (y_1, \ldots, y_t) \) denote the data up to time \( t \) and \( Y^t = (y_t, \ldots, y_n) \) to denote the values from \( t \) to the end of the sample. The covariates are denoted as \( x_i \) if the corresponding response is a scalar and as \( X_i \) or \( X_t \) if the response is a vector. The regression coefficients are denoted by \( \beta \) and the error variance (if \( y_i \) is a scalar) by \( \sigma^2 \) and the error covariance by \( \Omega \) if \( y_i \) is a vector. The parameters of the model are denoted by \( \theta \) and the variables used in the MCMC simulation by \( \psi \) (consisting of \( \theta \) and other quantities).

When denoting conditional distributions only dependence on random quantities, such as parameters and random effects, is included in the conditioning set. Covariates are never included in the conditioning. The symbol \( p \) is used to denote the prior density if general notation is required.

It is always assumed that each distinct set of parameters, for example, regression coefficients and covariance elements, are a priori independent. The joint prior distribution is therefore specified through the marginal distribution of each distinct set of parameters. Distributions for the parameters are chosen from the class
of conditionally conjugate distributions in keeping with the existing literature on these models. The parameters of the prior distributions, called hyperparameters, are assumed known. These will be indicated by the subscript “0.” In some cases, when the hyperparameters are unknown, hierarchical priors, defined by placing prior distributions on the prior hyperparameters, are used.

8.3. Normal and student-t regression models

Consider the univariate regression model defined by the specification

\[ y_i | \mathcal{M}, \beta, \sigma^2 \sim \mathcal{N}(x_i' \beta, \sigma^2), \quad i \leq n, \]
\[ \beta \sim \mathcal{N}(\beta_0, B_0), \]
\[ \sigma^2 \sim \mathcal{IG} \left( \frac{\nu_0}{2}, \frac{\delta_0}{2} \right). \]

The target distribution is

\[ \pi(\beta, \sigma^2 | \mathcal{M}, y) \propto p(\beta) p(\sigma^2) \prod_{i=1}^{n} f(y_i | x_i', \beta, \sigma^2), \]

and MCMC simulation proceeds by a Gibbs chain defined through the full conditional distributions

\[ \beta | y, \mathcal{M}, \sigma^2; \sigma^2 | y, \mathcal{M}, \beta. \]

Each of these distributions is straightforward to derive because conditioned on \( \sigma^2 \) both the prior and the likelihood have Gaussian forms (and hence the updated distribution is Gaussian with moments found by completing the square for the terms in the exponential function) while conditioned on \( \beta \), the updated distribution of \( \sigma^2 \) is inverse gamma with parameters found by adding the exponents of the prior and the likelihood.

**Algorithm 5: Gaussian multiple regression**

1. **Sample**

   \[ \beta \sim \mathcal{N}_k \left( B_n \left( B_0^{-1} \beta_0 + \sigma^{-2} \sum_{i=1}^{n} x_i y_i \right), B_n = \left( B_0^{-1} + \sigma^{-2} \sum_{i=1}^{n} x_i x_i' \right)^{-1} \right) \]

2. **Sample**

   \[ \sigma^2 \sim \mathcal{IG} \left( \frac{\nu_0 + n}{2}, \frac{\delta_0 + \sum_{i=1}^{n} (y_i - x_i' \beta)^2}{2} \right) \]

3. **Goto 1.**
This algorithm can be easily modified to permit the observations $y_i$ to follow a Student-$t$ distribution. The modification, proposed by Carlin and Polson (1991), utilizes the fact that if

$$\lambda_i \sim G \left( \frac{\xi}{2}, \frac{\xi}{2} \right),$$

and

$$y_i | M, \beta, \sigma^2, \lambda_i \sim N(x'_i \beta, \sigma^2),$$

then

$$y_i | M, \beta, \sigma^2 \sim f_T(y_i | x'_i \beta, \sigma^2, \xi), \quad i \leq n.$$ 

Hence, if one defines $\psi = (\beta, \sigma^2, \{\lambda_i\})$ then, conditioned on $\{\lambda_i\}$, the model is Gaussian and a variant of Algorithm 5 can be used. Furthermore, conditioned on $(\beta, \sigma^2)$, the full conditional distribution of $\{\lambda_i\}$ factors into a product of independent Gamma distributions.

**Algorithm 6: Student-$t$ multiple regression**

1. Sample

   $$\beta \sim N_k \left( B_{n, \lambda} \left( B_0^{-1} \beta_0 + \sigma^{-2} \sum_{i=1}^{n} \lambda_i x_i y_i \right), \, B_{n, \lambda}^{-1} = \left( B_0^{-1} + \sigma^{-2} \sum_{i=1}^{n} \lambda_i x_i x'_i \right)^{-1} \right).$$

2. Sample

   $$\sigma^2 \sim IG \left\{ \frac{\nu_0 + n}{2}, \, \frac{\partial_0 + \sum_{i=1}^{n} \lambda_i (y_i - x'_i \beta)^2}{2} \right\}.$$

3. Sample

   $$\lambda_i \sim G \left[ \frac{\xi + 1}{2}, \, \frac{\xi + \sigma^{-2} (y_i - x'_i \beta)^2}{2} \right], \quad i \leq n.$$


Another modification of Algorithm 5 is to Zellner’s seemingly unrelated regression model (SUR). In this case a vector of $p$ observations are generated from the model

$$y_i | M, \beta, \Omega \sim N(X_i \beta, \Omega), \quad i \leq n,$$

$$\beta \sim N_k(\beta_0, B_0),$$

$$\Omega^{-1} \sim W_p(\nu_0, R_0),$$

where $y_i = (y_{it}, \ldots, y_{it})'$, $X_i = \text{diag}(x'_{i1}, \ldots, x'_{ik})$, $\beta = (\beta'_1, \ldots, \beta'_p)' : k \times 1$, and $k = \sum k_i$. 
To deal with this model, a two block MCMC approach can be used as proposed by Blattberg and George (1991) and Percy (1992). Chib and Greenberg (1995b) extend that algorithm to SUR models with hierarchical priors and time-varying parameters of the type considered by Gammerman and Migon (1993).

For the SUR model, the posterior density of the parameters is proportional to

$$\pi(\beta)\pi(\Omega^{-1}) \times |\Omega^{-1}|^{n/2} \exp \left\{ -\frac{1}{2} \sum_{t=1}^{n} (y_t - X_t\beta)'\Omega^{-1}(y_t - X_t\beta) \right\},$$

and the MCMC algorithm is defined by the full conditional distributions

$$\beta|y, \mathcal{M}, \Omega^{-1}; \Omega^{-1}|y, \mathcal{M}, \beta.$$

These are both tractable, with the former a normal distribution and the latter a Wishart distribution.

**Algorithm 7: Gaussian SUR**

1. Sample

$$\beta \sim N_k \left( B_n \left( B_0^{-1}\beta_0 + \sum_{t=1}^{n} X_t'\Omega^{-1}y_t \right), B_n = \left( B_0^{-1} + \sum_{t=1}^{n} X_t'\Omega^{-1}X_t \right)^{-1} \right).$$

2. Sample

$$\Omega^{-1} \sim \mathcal{W}_p \left[ v_0 + n, \left\{ R_0^{-1} + \sum_{t=1}^{n} (y_t - X_t\beta)(y_t - X_t\beta)' \right\}^{-1} \right].$$


### 8.4. Binary and ordinal probit

Suppose that each $y_i$ is binary and the model of interest is

$$y_i | \mathcal{M}, \beta \sim \Phi(x_i'\beta), i \leq n; \quad \beta \sim N_k(\beta_0, B_0).$$

The posterior distribution does not belong to a named family of distributions. To deal with the problem, Albert and Chib (1993a) introduce a technique that has formed the basis for a unified methodology for univariate and multivariate binary and ordinal response models and led to many applications. The Albert–Chib algorithm capitalizes on the simplifications afforded by introducing latent or auxiliary data into the sampling.
Instead of the specification above, the model of interest is specified in equivalent form as

\[ z_i | \mathcal{M}, \beta \sim \mathcal{N}(x_i' \beta, 1), \quad y_i = I[z_i > 0], \quad i \leq n, \quad \beta \sim \mathcal{N}(\beta_0, \mathcal{B}_0). \]

Now the MCMC Gibbs algorithm proceeds with the sampling of the full conditional distributions

\[ \beta | y, \mathcal{M}, \{ z_i \}; \quad \{ z_i \} | y, \mathcal{M}, \beta, \]

where

\[ \beta | y, \mathcal{M}, \{ z_i \} \overset{\perp}{\sim} \beta | \mathcal{M}, \{ z_i \}, \]

has the same form as in the linear regression model with \( \sigma^2 \) set equal to one and \( y_i \) replaced by \( z_i \) and

\[ \{ z_i \} | y, \mathcal{M}, \beta \overset{\perp}{\sim} \prod_{i=1}^{n} z_i | y_i, \mathcal{M}, \beta, \]

factor into a set of \( n \) independent distributions with each depending on the data only through \( y_i \). The distributions \( z_i | y_i, \mathcal{M}, \beta \) are obtained by reasoning as follows. Suppose that \( y_i = 0 \), then from Bayes theorem

\[ f(z_i | y_i = 0, \mathcal{M}, \beta) \propto f_N(z_i | x_i' \beta, 1) f(y_i = 0 | z_i, \mathcal{M}, \beta) \]

\[ \propto f_N(z_i | x_i' \beta, 1) I[z_i \leq 0], \]

because \( f(y_i = 0 | z_i, \mathcal{M}, \beta) \) is equal to one if \( z_i \) is negative and equal to zero otherwise, which is the definition of \( I[z_i \leq 0] \). Hence, the information \( y_i = 0 \) simply serves to truncate the support of \( z_i \). By a similar argument it is shown that the support of \( z_i \) is \((0, \infty)\) when conditioned on the event \( y_i = 1 \). Each of these truncated distributions is simulated by the formula given in Equation (5). This leads to the following algorithm.

**Algorithm 8: Binary probit**

1. **Sample**

   \[ \beta \sim \mathcal{N}_k \left( B_n \left( B_0^{-1} \beta_0 + \sum_{i=1}^{n} x_i z_i \right), B_n = \left( B_0^{-1} + \sum_{i=1}^{n} x_i x_i' \right)^{-1} \right) \]

2. **Sample**

   \[ z_i \sim \begin{cases} \mathcal{TN}_{(-\infty, 0]}(x_i' \beta, 1) & \text{if } y_i = 0, \\ \mathcal{TN}_{(0, \infty)}(x_i' \beta, 1) & \text{if } y_i = 1, \end{cases} \quad i \leq n. \]

3. **Goto 1.**
Albert and Chib (1993a) also extend this algorithm to the ordinal categorical data case where $y_i$ can take one of the values $\{0, 1, \ldots, J\}$ according to the probabilities

$$\Pr(y_i \leq j | \beta, \gamma) = \Phi(\gamma_j - x'_i \beta), \quad j = 0, 1, \ldots, J.$$  (28)

In this model the $\{\gamma_j\}$ are category specific cut-points with $\gamma_0$ normalized to zero and $\gamma_J$ to infinity. The remaining cut-points $\gamma = (\gamma_1, \ldots, \gamma_{J-1})$ are assumed to satisfy the order restriction $\gamma_1 \leq \cdots \leq \gamma_{J-1}$ which ensures that the cumulative probabilities are non-decreasing. For given data $y_1, \ldots, y_n$ from this model, the likelihood function is given by

$$f(y|M, \beta, \gamma) = \prod_{j=0}^{J} \prod_{i: y_i = j} \left[ \Phi(\gamma_j - x'_i \beta) - \Phi(\gamma_{j-1} - x'_i \beta) \right],$$  (29)

and the posterior density, under the prior $p(\beta, \gamma)$, is proportional to $p(\beta, \gamma)f(y|M, \beta, \gamma)$. Posterior simulation is again feasible with the introduction of latent variables $z_1, \ldots, z_n$, where $z_i | \beta \sim \mathcal{N}(x'_i \beta, 1)$. A priori, we observe $y_i = j$ if the latent variable $z_i$ falls in the interval $[\gamma_{j-1}, \gamma_j)$. Now the basic Albert and Chib MCMC scheme draws the latent data, regression parameters and cut-points in sequence. Given $y_i = j$, the sampling of the latent data $z_i$ is from $\mathcal{T} \mathcal{N}_{[\gamma_{j-1}, \gamma_j]}(x'_i \beta, 1)$ and the sampling of the parameters $\beta$ is as in Algorithm 8. For the cut-points, Cowles (1996) and Nandram and Chen (1996) proposed that the cut-points be generated by the M–H algorithm, marginalized over $z$. Subsequently, Albert and Chib (1998) simplified the latter step by transforming the cut-points $\gamma$ so as to remove the ordering constraint. The transformation is defined by the one-to-one map

$$d_1 = \log \gamma_1; d_j = \log(\gamma_j - \gamma_{j-1}), \quad 2 \leq j \leq J - 1.$$  (30)

The advantage of working with $d$ instead of $\gamma$ is that the parameters of the tailored proposal density in the M–H step for $d$ can be obtained by an unconstrained optimization and the prior $p(d)$ on $d$ can be an unrestricted multivariate normal. The algorithm is defined as follows.

**Algorithm 9: Ordinal probit**

(1) M–H

(a) Calculate

$$m = \arg \max_d \log f(y|M, \beta, d),$$

and $V = \{-\partial \log f(y|M, \beta, d)/\partial d \partial d'\}^{-1}$, the negative inverse of the hessian at $m$. 


(b) Propose
\[ \delta' \sim f_T(\delta|m, V, \xi). \]

(c) Calculate
\[ \alpha = \min \left\{ \frac{p(\delta')f(y|M, \beta, \delta')f_T(\delta|m, V, \xi)}{p(\delta)f(y|M, \beta, \delta)f_T(\delta'|m, V, \xi)}, 1 \right\}. \]

(d) Move to \( \delta' \) with probability \( \alpha \). Transform the new \( \delta \) to \( \gamma \) via the inverse map \( \gamma_j = \sum_{i=1}^{J} \exp(\delta_i), 1 \leq j \leq J-1 \).

(2) Sample
\[ z_i \sim \mathcal{N}(g_j^{-1}, g_j) \text{ if } y_i = j, \quad i \leq n. \]

(3) Sample
\[ \beta \sim \mathcal{N}_k \left( B_n \left( B_n^{-1} \beta_0 + \sum_{i=1}^{n} x_i z_i \right), B_n \left( B_n^{-1} + \sum_{i=1}^{n} x_i x_i' \right)^{-1} \right). \]

(4) Goto 1.

8.5. Tobit censored regression

Consider now a model in the class of the Tobit family in which the data \( y_i \) is generated by
\[ z_i|M, \beta, \sigma^2 \sim \mathcal{N}(x_i'\beta, \sigma^2). \]
\[ y_i = \max(0, z_i), \quad 1 \leq i \leq n, \]
indicating that the observation \( z_i \) is observed only when \( z_i \) is positive. This model gives rise to a mixed discrete-continuous distribution with a point mass of \([1 - \Phi(x'_i\beta/\sigma)]\) at zero and a density \( f_N(y_i|x_i'\beta, \sigma^2) \) on \((0, \infty)\). The likelihood function is given by
\[ \prod_{i \in C} \left\{ 1 - \Phi(x'_i\beta/\sigma) \right\} \prod_{i \in C'} (\sigma^{-2}) \exp \left\{ -\frac{1}{2\sigma^2} (y_i - x'_i\beta)^2 \right\}, \]
where \( C \) is the set of censored observations and \( \Phi \) is the c.d.f. of the standard normal random variable.

A MCMC procedure for this model is developed by Chib (1992) while Wei and Tanner (1990a) discuss a related approach for a model that arises in survival analysis. A set of tractable full conditional distributions is obtained by including the vector \( z = (z_i), i \in C \) in the sampling. Let \( y_z = (y_{zi}) \) be a \( n \times 1 \) vector
with $i$th component $y_i$ if the $i$th observation is not censored and $z_i$ if it is censored. Now apply the Gibbs sampling algorithm with blocks $(\beta, \sigma^2, z)$ and associated full conditional distributions

$$
\beta | y, M, z, \sigma^2, \  \sigma^2 | y, M, z, \beta \ \text{and} \  z | y, M, \beta, \sigma^2.
$$

The first two of these distributions follow from the results for linear regression with Gaussian errors (with $y_{zi}$ used in place of $y_i$) and the third distribution, analogous to the probit case, is truncated normal on the interval $(-\infty, 0]$.

**Algorithm 10: Tobit censored regression**

1. Sample

$$
\beta \sim \mathcal{N}_k \left( B_n \left( B_n^{-1} b_0 + \sigma^{-2} \sum_{i=1}^n x_i' y_{zi} \right), B_n^{-1} + \sigma^{-2} \sum_{i=1}^n x_i x_i' \right).
$$

2. Sample

$$
\sigma^2 \sim \mathcal{IG} \left\{ \frac{\nu_0 + n}{2}, \frac{\delta_0 + \sum_{i=1}^n (y_{zi} - x_i' \beta)^2}{2} \right\}.
$$

3. Sample

$$
z_i \sim \mathcal{TN}(-\infty, 0|x_i' \beta, \sigma^2), \ i \in C.
$$


### 8.6. Regression with change point

Suppose that $y = \{y_1, y_2, \ldots, y_n\}$ is a time series such that the density of $y_t$ given $Y_{t-1} = (y_1, \ldots, y_{t-1})$ is specified as

$$
y_t | M, Y_{t-1}, \beta_1, \beta_2, \sigma_1^2, \sigma_2^2, \tau \sim \begin{cases} 
\mathcal{N}(x_t' \beta_1, \sigma_1^2) & \text{if } t \leq \tau, \\
\mathcal{N}(x_t' \beta_2, \sigma_2^2) & \text{if } t < \tau,
\end{cases}
$$

where $\tau$ is an unknown change point. The objective is to estimate the parameter vectors $\beta = (\beta_1, \beta_2)$, the regression variances $\sigma^2 = (\sigma_1^2, \sigma_2^2)$ and the change point $\tau$.

An analysis of such models from a MCMC perspective was initiated by Carlin, Gelfand and Smith (1992). It is based on the inclusion of the change point $\tau$ in the MCMC sampling. Stephens (1994) generalized the approach of Carlin, Gelfand and Smith for models with multiple change points by including each of the unobserved change points in the sampling. In this generalization, however, the step that involves the simulation of the change points conditioned on the parameters and the data can be
computationally very demanding when the sample size $n$ is large. A different approach to multiple change point problems which is computationally simpler is developed by Chib (1998). An important aspect of the MCMC approach for change point problems is that it can be easily adapted for binary and count data.

Assume that

$$
\beta_j \sim N_k(\hat{\beta}_j, B_j); \quad \sigma^2_j \sim IG\left(\frac{v_0}{2}, \frac{\delta_0}{2}\right); \quad \tau \sim \text{Unif}\{a_0, a_0+1, \ldots, b_0\},
$$

where $\tau$ follows a discrete uniform distribution on the integers $\{a_0, b_0\}$. Then the posterior density is

$$
\pi(\beta, \sigma^2, \tau | y, M) \propto p(\beta) p(\sigma^2) p(\tau) \prod_{t \leq \tau} \phi(y_t | x'_t \beta_1, \sigma^2_1) \prod_{\tau < t} \phi(y_t | x'_t \beta_2, \sigma^2_2).
$$

Conditional on $\tau$ the data splits into two parts and the conditional distributions of the regression parameters are obtained from the regression updates of Algorithm 5. On the other hand, given the regression parameters, the full conditional distribution of $\tau$ is concentrated on $\{a_0, b_0\}$ with mass function

$$
\Pr(\tau = k | y, M, \beta, \sigma^2) \propto \prod_{t \leq k} \phi(y_t | x'_t \beta_1, \sigma^2_1) \prod_{k < t} \phi(y_t | x'_t \beta_2, \sigma^2_2).
$$

The normalizing constant of this mass function is the sum of the right hand side over $k$.

**Algorithm 11: Regression with change point**

1. **Sample for** $j = 1, 2$

   $$
   \beta_j \sim N_k(\hat{\beta}_j, B_j),
   $$

   $$
   \hat{\beta}_j = B_j \left( B_0^{-1} \beta_0 + \sigma^2_j \sum_{t = l_j}^{u_j} x'_t y_t \right),
   $$

   $$
   B_j = \left( B_0^{-1} + \sigma^{-2} \sum_{t = l_j}^{u_j} x_t x'_t \right)^{-1},
   $$

   $$
   l_j = 1 + (j-1)\tau; \quad u_j = \tau + (j-1)(n-\tau).
   $$

2. **Sample for** $j = 1, 2$

   $$
   \sigma^2_j \sim IG\left(\frac{v_0 + n_j}{2}, \frac{\delta_0 + \sum_{t = l_j}^{u_j} (y_t - x'_t \beta_j)^2}{2}\right),
   $$

   $$
   n_j = \tau + (j-1)(n-2\tau).\]
(3) Calculate for \( k = a_0, a_0 + 1, \ldots, b_0 \)

\[
p_k \propto \prod_{t \leq k} \phi(y_t | x'_t \beta_1, \sigma^2_1) \prod_{k < t} \phi(y_t | x'_t \beta_2, \sigma^2_2).
\]

(4) Sample

\[ r \sim \{ p_{a_0}, p_{a_0 + 1}, \ldots, p_{b_0} \}. \]

(5) Goto 1.

8.7. Autoregressive time series

Consider the model

\[
y_t = x'_t \beta + \epsilon_t, \quad 1 \leq t \leq n,
\]

where the error is generated by the stationary AR(\( p \)) process

\[
\epsilon_t - \phi_1 \epsilon_{t-1} - \cdots - \phi_p \epsilon_{t-p} = u_t \quad \text{or} \quad \phi(L) \epsilon_t = u_t,
\]

where \( u_t \sim \text{i.i.d. } \mathcal{N}(0, \sigma^2) \) and \( \phi(L) = 1 - \phi_1 L - \cdots - \phi_p L^p \) is a polynomial in the lag operator \( L \). One interesting complication in this model is that the parameters \( \phi = (\phi_1, \ldots, \phi_p) \), due to the stationarity assumption, are restricted to lie in the region \( S_\phi \) of \( \mathcal{H}^p \) where the roots of \( \phi(L) \) are all outside the unit circle. Chib and Greenberg (1994), based on Chib (1993), derive a multiple-block Metropolis–Hastings MCMC algorithm for this model in which the proposal densities for \( \beta \) and \( \sigma^2 \) are the respective full conditional densities while that of \( \phi \) is a normal density constructed from the observations \( y_t, t \geq p + 1 \).

Denote the first \( p \) observations as \( Y_p = (y_1, \ldots, y_p)' \) and \( X_p = (x_1, \ldots, x_p)' \) and let \( y^*_t = \phi(L) y_t \) and \( x^*_t = \phi(L) x_t, t \geq p + 1 \). Also define the \( p \) dimensional matrix \( \Sigma_p \) through the matrix equation

\[
\Sigma_p = \Phi \Sigma_p \Phi' + e_1(p) e_1(p)',
\]

where

\[
\Phi = \begin{pmatrix} \phi'_{p} & \phi_p \\ I_{p-1} & 0 \end{pmatrix},
\]

\( e_1(p) = (1, 0, \ldots, 0)' \) and \( \phi_{-p} = (\phi_1, \ldots, \phi_{p-1})' \). Let the cholesky factorization of \( \Sigma_p \) be \( QQ' \) and define \( Y'_p = Q^{-1} Y_p \) and \( X'_p = Q^{-1} X_p \) which are functions of \( \phi \). Finally define \( e_t = y_t - x'_t \beta, t \geq p + 1 \).
One can now proceed by noting that given $\phi$, updates of $\beta$ and $\sigma^2$ follow from the model:

$$
y_t^* | M, \beta, \sigma^2 \sim \mathcal{N}(x_t^* \beta, \sigma^2), \quad t \geq 1,
\beta \sim \mathcal{N}(b_0, B_0),
\sigma^2 \sim IG \left( \frac{\nu_0}{2}, \frac{\delta_0}{2} \right),
$$

while conditioned on $(\beta, \sigma^2)$, and the assumption that the prior density of $\phi$ is $\mathcal{N}(\phi_0, G_0)$ truncated to the region $S_\phi$, the full conditional of $\phi$ is

$$
\pi(\phi | y, M, \beta, \sigma^2) \propto \Psi(\phi) \times \mathcal{N}_p(\hat{\phi}, V) I_{S_\phi},
$$

where

$$
\Psi(\phi) = |\Sigma_p|^{-1/2} \exp \left\{ -\frac{1}{2\sigma^2} (Y_p - X_p \beta) \Sigma_p^{-1} (Y_p - X_p \beta) \right\},
$$

$$
\hat{\phi} = V(G_0^{-1} \phi_0 + \sum_{t=p+1}^n E_i e_i), V = (G_0^{-1} + \sigma^{-2} \sum_{t=p+1}^n E_i E_i')^{-1}, E_i = (e_{i-1}, \ldots, e_{i-p})'.
$$

To sample this density the proposal density is specified as

$$
q(\phi | y, M, \beta, \sigma^2) = \mathcal{N}_p(\hat{\phi}, V).
$$

With this tailored proposal density the probability of move just involves $\Psi(\phi)$, leading to a M–H step that is both fast (because it entails the calculation of a function based on the first $p$ observations and not the entire sample) and highly efficient (because the proposal density is matched to the target).

**Algorithm 12: Regression with autoregressive errors**

1. **Calculate** $(y_t^*, x_t^*)$, $t \leq n$.
2. **Sample**

$$
\beta \sim \mathcal{N}_k \left( B_n (B_0^{-1} \beta_0 + \sigma^{-2} \sum_{t=1}^n x_t^* y_t^*), B_n = (B_0^{-1} + \sigma^{-2} \sum_{t=1}^n x_t^* x_t'^*)^{-1} \right).
$$

3. **Sample**

$$
\sigma^2 \sim IG \left\{ \frac{\nu_0 + n}{2}, \frac{\delta_0 + \sum_{t=1}^n (y_t^* - x_t^* \beta)^2}{2} \right\}.
$$

4. **M–H**

   a. **Calculate**

$$
\hat{\phi} = V(G_0^{-1} \phi_0 + \sigma^{-2} \sum_{t=p+1}^n E_i e_i); \quad V = (G_0^{-1} + \sigma^{-2} \sum_{t=p+1}^n E_i E_i')^{-1}.
$$
(b) Propose
\[ \phi' \sim \mathcal{N}(\hat{\phi}, V). \]

(c) Calculate
\[ \alpha = \min \left\{ 1, \frac{\Psi(\phi') L_{S_n}}{\Psi(\phi)} \right\}. \]

(d) Move to \( \phi' \) with probability \( \alpha \).

(5) Goto 1.

8.8. Hidden Markov models

In this subsection we consider the MCMC-based analysis of hidden Markov models (or Markov mixture models or Markov switching models). The general model is described as

\[ y_t | Y_{t-1}, M, s_t = k, \theta \sim f(y_t | Y_{t-1}, M, \theta_k), \quad k = 1, \ldots, m, \]

\[ s_t | s_{t-1}, P \sim \text{Markov}(P, \pi_1), \]

\[ \theta \sim \pi, \]

\[ p_i \sim \text{Dirichlet}(a_{i1}, \ldots, a_{im}), \quad i \leq m, \]

where \( s_t \in \{1, \ldots, m\} \) is an unobservable random variable which evolves according to a Markov process with transition matrix \( P = \{p_{ij}\} \), with \( p_{ij} = \Pr(s_t = j | s_{t-1} = i) \), and initial distribution \( \pi_1 \) at \( t = 1 \), \( f \) is a density or mass function, \( \theta = (\theta_1, \ldots, \theta_m) \) are the parameters of \( f \) under each possible value of \( s_t \), and \( p_i \) is the \( i \)-th row of \( P \) that is assumed to have a Dirichlet prior distribution with parameters \( (a_{i1}, \ldots, a_{im}) \). For identifiability reasons, the Markov chain of \( s_t \) is assumed to be time-homogeneous, irreducible, and aperiodic.

The MCMC analysis of such models was initiated by Albert and Chib (1993b) in the context of a more general model than the one above where the conditional density of the data depends not just on \( s_t \) but also on the previous values \( \{s_{t-1}, \ldots, s_{t-r}\} \), as in the model of Hamilton (1989). The approach relies on augmenting the parameter space to include the unobserved states and simulating \( \pi(S_n, \theta, P | y, M) \) via the conditional distributions

\[ s_t | y, M, S_{t-1}, \theta, P (t \leq n); \quad \theta | y, M, S_n, P; \quad \{p_i\} \mid y, M, \theta, S_n, \]

where \( S_n = (s_1, \ldots, s_n) \) denotes the entire collection of states. Robert, Celeux and Diebolt (1993) and McCulloch and Tsay (1994) developed a similar approach for the simpler model in which only the current state \( s_t \) appears in the density of \( y_t \), while Billio, Monfort and Robert (1999) consider ARMA models with Markov switching.
Chib (1996), whose approach we now follow, modifies the first set of blocks of the above scheme to sample the states jointly from

$$S_n | y, M, \theta, P,$$

in one block. This leads to a more efficient MCMC algorithm. The sampling of $S_n$ is achieved by one forward and backward pass through the data. In the forward pass, one recursively produces the sequence of mass functions \{ $p(s_t | Y_{t-1}, M, \theta, P)$ \} ($t \leq n$) as follows: assume that the function $p(s_{t-1} | Y_{t-1}, M, \theta, P)$ is available. Then, one obtains $p(s_t | Y_{t-1}, M, \theta, P)$ by calculating

$$p(s_t | Y_{t-1}, M, \theta, P) = \sum_{l=1}^{m} p(s_t | s_{t-1} = l, \theta, P) \times p(s_{t-1} = l | Y_{t-1}, \theta, P),$$

followed by

$$p(s_t | Y_{t-1}, M, \theta, P) = \frac{p(s_t | Y_{t-1}, M, \theta, P) \times f(y_t | Y_{t-1}, M, \theta, P)}{\sum_{l=1}^{m} p(s_t = l | Y_{t-1}, M, \theta, P) \times f(y_t | Y_{t-1}, M, \theta, P)}.$$  

These forward recursions can be initialized at $t = 1$ by setting $p(s_1 | Y_0, M, \theta, P)$ to be the stationary distribution of the chain (the left eigenvector corresponding to the eigenvalue of one). Then, in the backward pass one simulates $S_n$ by the method of composition, first simulating $s_n$ from $s_n | Y_{t}, M, \theta, P$ and then the $s_t$'s using the probability mass functions

$$p(s_t = k | y, M, S^{t+1}, \theta, P) = \frac{p(s_t = k | Y_t, M, \theta, P) \times p(s_{t+1} = k | s_t, P)}{\sum_{l=1}^{m} p(s_t = l | Y_t, M, \theta, P) \times p(s_{t+1} = l | s_t, P)},$$  

where $S^{t+1} = (s_{t+1}, \ldots, s_n)$ consists of the simulated values from earlier steps and the second term of the numerator is the Markov transition probability, which is picked off from the column of $P$ determined by the simulated value of $s_{t+1}$.

Given the simulated vector $S_n$, the data separates into $m$ non-contiguous pieces and the simulation of $\theta_k$ is from the full conditional distribution

$$\pi(\theta_k) \prod_{t:s_t=k} f(y_t | Y_{t-1}, M, \theta, P).$$

Depending on the form of $f$ and $p$ this may belong to a named distribution. Otherwise, this distribution is sampled by a M–H step. Finally, the last distribution depends simply on $S_n$ with each row $p_i$ of $P$ independently an updated Dirichlet distribution:

$$p_i | S_n \sim D(\alpha_{i1} + n_{i1}, \ldots, \alpha_{i1} + n_{im}), \quad (i \leq m),$$

where $n_{ik}$ is the total number of one-step transitions from state $i$ to state $k$ in the vector $S_n$. 
Algorithm 13: Hidden Markov model

1. Calculate and store for $t = 1, 2, \ldots, n$
   \[ p(s_t | Y_t, M, \theta, P). \]

2. Sample
   \[ s_n \sim p(s_n | y, M, \theta, P). \]

3. Sample for $t = n - 1, n - 2, \ldots, 1$
   \[ s_t \sim p(s_t | y, M, S_{t+1}, \theta, P). \]

4. Sample for $k = 1, \ldots, m$
   \[ \theta_k \propto \pi(\theta_k) \prod_{t : n - k} f(y_t | Y_{t-1}, M, \theta, P). \]

5. Sample for $i = 1, 2, \ldots, m$
   \[ p_i \sim D(\alpha_1 + n_1, \ldots, \alpha_m + n_m). \]


8.9. Statespace models

Consider next a linear state space model in which a scalar observation $y_t$ is generated as

\[ y_t | M, \theta, \sim \mathcal{N}(x_t' \theta_t, \sigma^2), \]
\[ \theta_t | \theta_{t-1} \sim \mathcal{N}(G \theta_{t-1}, \Psi), \quad 1 \leq t \leq n, \]
\[ \sigma^2 \sim IG \left( \frac{\nu_0}{2}, \frac{\delta_0}{2} \right), \]
\[ \Psi^{-1} \sim \mathcal{W}_m (\rho_0, R_0), \]

where $\theta_t$ is an $m \times 1$ state vector and $G$ is assumed known. For nonlinear versions of this model, a MCMC fitting approach is provided by Carlin, Polson and Stoffer (1992). It is based on the inclusion of the variables $\{\theta_t\}$ in the sampling followed by one-at-a-time sampling of $\theta_t$ given $\theta_{t-1}$ (the remaining $\theta$'s) and $(\sigma^2, \Psi)$. For the linear version presented above, Carter and Kohn (1994) and Fruhwirth-Schnatter (1994) show that a reduced blocking scheme involving the joint simulation of $\{\theta_t\}$ is possible and desirable, because the $\theta$'s are correlated by construction, while de Jong and Shephard (1995) provide an important alternative procedure called the simulation smoother that is particularly useful if $\Psi$ is not positive definite or if the dimension $m$ of the state
vector is large. Carter and Kohn (1996) and Shephard (1994) also consider models, called conditionally Gaussian state space models, that have Gaussian observation densities conditioned on a discrete or continuous variable \( s_t \). An example of this is provided below in Section 8.10. Chib and Greenberg (1995b) consider hierarchical and vector versions of the above model while additional issues related to the fitting and parameterization of state space models are considered by Pitt and Shephard (1997).

The MCMC implementation for this model is based on the distributions

\[
\begin{align*}
\theta_1, \ldots, \theta_n | y, \mathcal{M}, \sigma^2, \Psi; & \quad \sigma^2 | y, \mathcal{M}, \{\theta_i\}, \Psi; & \quad \Psi^{-1} | y, \mathcal{M}, \{\theta_i\}.
\end{align*}
\]

To see how the \( \theta_i \)'s are sampled, write the joint distribution as

\[
p(\theta_n | y, \mathcal{M}, \sigma^2, \Psi) \times p(\theta_{n-1} | y, \mathcal{M}, \theta_n, \sigma^2, \Psi) \times \cdots \times p(\theta_1 | y, \mathcal{M}, \theta_2, \ldots, \theta_n, \sigma^2, \Psi),
\]

where, on letting \( \theta^t = (\theta_s, \ldots, \theta_n) \), \( Y_s = (y_1, \ldots, y_s) \) and \( Y^t = (y_s, \ldots, y_n) \) for \( s \leq n \), the typical term is

\[
p(\theta_i | y, \mathcal{M}, \theta^{t+1}, \sigma^2, \Psi) \propto p(\theta_i | Y_i, \mathcal{M}, \sigma^2, \Psi) p(\theta_{i+1} | \theta_i, \mathcal{M}, \sigma^2, \Psi),
\]

due to the fact that \( (Y^{t+1}, \theta^{t+1}) \) is independent of \( \theta_i \) given \( (\theta_{t+1}, \sigma^2, \Psi) \). The first density on the right hand side is Gaussian with moments given by the Kalman filter recursions. The second density is Gaussian with moments \( G \theta_i \) and \( \Psi \). By completing the square in \( \theta_i \), the moments of \( p(\theta_i | y, \mathcal{M}, \theta^{t+1}, \sigma^2, \Psi) \) can be derived. Then, the joint distribution \( \theta_1, \ldots, \theta_n | y, \mathcal{M}, \sigma^2, \Psi \) can be sampled by the method of composition.

**Algorithm 14: Gaussian state space**

1. **Kalman filter**
   
   (a) Calculate for \( t = 1, 2, \ldots, n \)
   
   \[
   \begin{align*}
   \hat{\theta}_t | t-1 &= G \hat{\theta}_{t-1} | t-1, \\
   f_t | t-1 &= x_t' R_t | t-1 x_t + \sigma^2, \\
   \hat{\theta}_t | t &= \hat{\theta}_t | t-1 + K_t (y_t - x_t' \hat{\theta}_t | t-1), \\
   M_t &= R_t | t G R_t | t+1, \\
   R_t &= R_t | t - M_t R_{t+1} | t M_t'.
   \end{align*}
   \]

   (b) Store
   
   \( \hat{\theta}_t | t; M_t; R_t \).

2. **Simulation step**
   
   (a) Sample
   
   \( \theta_n \sim \mathcal{N}_n(\hat{\theta}_n | n, R_n | n). \)
(b) Sample for $t = n - 1, n - 2, \ldots, 1$

\[ \theta_t \sim \mathcal{N}(\hat{\theta}_t, R_t), \quad \hat{\theta}_t = \hat{\theta}_{t|i} + M_t (\theta_{t+1} - G \hat{\theta}_{t|i}) \]

(3) Sample

\[ \sigma^2 \sim \mathcal{IG} \left\{ \frac{\nu_0 + n}{2}, \frac{\nu_0 + \sum_{i=1}^{n} (y_i - x'_i \hat{\theta}_t)^2}{2} \right\} \]

(4) Sample

\[ \Psi^{-1} \sim \mathcal{W}_m \left[ \rho_0 + n, \left\{ \frac{1}{2} \left( \sigma_0 + \sum_{i=1}^{n} (\theta_i - G \theta_{t-1})(\theta_i - G \theta_{t-1})' \right) \right\}^{-1} \right] \]

(5) Goto 1.

8.10. Stochastic volatility model

Suppose that time series observations $\{y_t\}$ are generated by the stochastic volatility (SV) model [see, for example, Taylor (1994), Shephard (1996), and Ghysels, Harvey and Renault (1996)]

\[ y_t = \exp(h_t/2)u_t, \quad h_t = \mu + \phi(h_{t-1} - \mu) + \sigma \zeta_t, \quad t \leq n, \]

where $\{h_t\}$ is the latent log-volatility of $y_t$ and $\{u_t\}$ and $\{\zeta_t\}$ are white noise standard normal random variables. This is an example of a state space model in which the state variable $h_t$ appears non-linearly in the observation equation. The model can be extended to include covariates in the observation and evolution equations and to include a heavy-tailed, non-Gaussian distribution for $u_t$. The MCMC analysis of this model was initiated by Jacquier, Polson and Rossi (1994) based on the general approach of Carlin, Polson and Stoffer (1992). If we let $\theta = (\phi, \mu, \sigma^2)$, then the algorithm of Jacquier, Polson and Rossi (1994) is based on the $(n + 3)$ full conditional distributions

\[ h_t | y, \mathcal{M}, h_{-t}, \theta, \quad t = 1, 2, \ldots, n, \]

\[ \phi | y, \mathcal{M}, \{h_t\}, \mu, \sigma^2; \quad \mu | y, \mathcal{M}, \{h_t\}, \phi, \sigma^2; \quad \sigma^2 | y, \mathcal{M}, \{h_t\}, \phi, \mu, \]

where the latent variables $h_t$ are sampled by a sequence of Metropolis–Hastings steps. Subsequently, Kim, Shephard and Chib (1998) discussed an alternative approach that leads to considerable improvements in the mixing of the Markov chain. The latter approach has been further refined by Chib, Nardari and Shephard (1998, 1999).

The idea behind the Kim, Shepard and Chib approach is to approximate the SV model by a conditionally Gaussian state space model with the introduction of
Table 1
Parameters of seven-component Gaussian mixture to approximate the distribution of log $\chi^2_t$

<table>
<thead>
<tr>
<th>$s_i$</th>
<th>$q$</th>
<th>$m_{s_i}$</th>
<th>$v_{s_i}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00730</td>
<td>-11.40039</td>
<td>5.79596</td>
</tr>
<tr>
<td>2</td>
<td>0.10556</td>
<td>-5.24321</td>
<td>2.61369</td>
</tr>
<tr>
<td>3</td>
<td>0.00002</td>
<td>-9.83726</td>
<td>5.17950</td>
</tr>
<tr>
<td>4</td>
<td>0.04395</td>
<td>1.50746</td>
<td>0.16735</td>
</tr>
<tr>
<td>5</td>
<td>0.34001</td>
<td>-0.65098</td>
<td>0.64009</td>
</tr>
<tr>
<td>6</td>
<td>0.24566</td>
<td>0.52478</td>
<td>0.34023</td>
</tr>
<tr>
<td>7</td>
<td>0.25750</td>
<td>-2.35859</td>
<td>1.26261</td>
</tr>
</tbody>
</table>

multinomial random variables $\{s_i\}$ that follow a seven-point discrete distribution. Conditioned on $\{s_i\}$, the model is Gaussian and the variables $h_t$ appear linearly in the observation equation. Then, the entire set of $\{h_t\}$ are sampled jointly conditioned on $\theta$ and $\{s_i\}$ by either the simulation smoother of de Jong and Shephard (1995) or by the algorithm for simulating states given in Algorithm 14. Once the MCMC simulation is concluded the parameter draws are reweighted to correspond to the original non-linear model.

To begin with, reexpress the SV model as

$$y_t^* = h_t + z_t, \quad h_t = \mu + \phi(h_{t-1} - \mu) + \eta_t,$$

where $y_t^* = \ln(y_t^2)$ and $z_t = \log \chi_t^2$ is distributed as a log of chi-squared random variable with one degrees of freedom. Now approximate the distribution of $y_t^* | h_t$ by a mixture of normal distributions. A very accurate representation is given by the mixture distribution

$$y_t^* | h_t, s_t \sim \mathcal{N}(m_{s_t} + h_t, v_{s_t}^2), \quad \Pr(s_t = i) = q_i, \quad i \leq 7, \quad t \leq n,$$

where $s_t \in \{1, 2, \ldots, 7\}$ is an unobserved component indicator with probability mass function $q = \{q_i\}$ and the parameters $\{q, m_{s_t}, v_{s_t}^2\}$ are as reported in Table 1. Now the parameters and the latent variables can be simulated by a two block MCMC algorithm defined by the distributions

$$(\theta, h_1, \ldots, h_n) | \{y_t^*\}, \{s_t\},$$

$$(s_t) | \{y_t^*\}, \{h_t\}, \theta,$$

where the first block is sampled by the method of composition by first drawing $\theta$ from $\pi(\theta | \{y_t^*\}, \{s_t\})$ by a M–H step followed by a draw of $\{h_t\}$ by the simulation smoother. In the former step the target distribution is

$$\pi(\theta | \{y_t^*\}, \{s_t\}) \propto p(\theta)f(y_1^*, \ldots, y_n^* | \{s_t\}, \theta),$$

$$= p(\theta) \prod_{t=1}^n f(y_t^* | \mathcal{F}_{t-1}, \{s_t\}, \theta),$$
where each one-step ahead density \( f(y_{t}^{*}|F_{t-1}, \{s_t\}, \theta) \) can be derived from the output of the Kalman filter recursions, adapted to the differing components, as indicated by the component vector \( \{s_t\} \), and \( p(\theta) \) is the prior density. For \( \phi \) the prior can be taken to be the scaled beta density

\[
p(\phi) = c (0.5(1 + \phi))^{\phi(1)-1} (0.5(1 - \phi))^{\phi(2)-1}, \quad \phi^{(1)}, \phi^{(2)} > 0.5,
\]

where

\[
c = 0.5 \frac{\Gamma(\phi^{(1)} + \phi^{(2)})}{\Gamma(\phi^{(1)})\Gamma(\phi^{(2)})},
\]

with prior mean of \( 2\phi^{(1)}/(\phi^{(1)} + \phi^{(2)} - 1) \), while those on \( \mu \) and \( \sigma^2 \) can be normal and inverse gamma densities, respectively.

**Algorithm 15: Stochastic volatility**

1. Initialize \( \{s_t\} \)
2. M-H
   (a) Calculate \( m = \text{arg max}_\theta l(\theta) \) where

   \[
l(\theta) = -\frac{1}{2} \sum_{t=1}^{n} \ln f_t | t-1 - \frac{1}{2} \sum_{t=1}^{n} \frac{(y_{t}^{*} - m - \hat{h}_{t-1})^2}{f_t | t-1}
\]

   and \( V = \left\{-\partial^2 l(\theta)/\partial \theta \partial \theta'\right\}^{-1} \), the negative inverse of the hessian at \( m \), where \( f_t | t-1 \) and \( \hat{h}_{t-1} \) are computed from the Kalman filter recursions

   \[
   \hat{h}_{t | t-1} = \mu + \phi(\hat{h}_{t-1 | t-1} - \mu), \quad R_t | t-1 = \phi^2 R_{t-1 | t-1} + \sigma^2,
   \]
   \[
   f_t | t-1 = R_{t-1 | t-1} + \sigma_n^2, \quad K_t = R_t | t-1 f_t | t-1^{-1},
   \]
   \[
   \hat{h}_t | t = \hat{h}_{t | t-1} + K_t(y_{t}^{*} - m - \hat{h}_{t-1}), \quad R_t | t = (1 - K_t)R_t | t-1.
\]

   (b) Propose \( \theta' \sim f_T(\theta|m,V,\xi) \).

   (c) Calculate

   \[
   \alpha = \min \left\{ \frac{p(\theta')(l(\theta')) f_T(\theta|m,V,\xi)}{p(\theta)l(\theta) f_T(\theta'|m,V,\xi)}, 1 \right\}.
   \]

   (d) Move to \( \theta' \) with probability \( \alpha \).
3. Sample \( \{h_t\} \) using algorithm 13, or the simulation smoother algorithm, modified to include the components of the mixture selected by \( \{s_t\} \).
Sample
\[ s_t \sim \Pr(s_t | y^*_t, h_t, \psi) \propto \Pr(s_t) f_N(y^*_t | \mu_s + h_s, \sigma^2_s). \]

(5) Goto 2.

8.11. Gaussian panel data models

For continuous clustered or panel data a common model formulation is that of Laird and Ware (1982)

\[ y_i | M, \beta, h_i, \sigma^2 \sim \mathcal{N}_n(X_i \beta + W_i h_i, \sigma^2 I_n), \quad h_i | D \sim \mathcal{N}_q(0, D), \]

\[ D^{-1} \sim \mathcal{W}_p(\rho_0, R_0), \quad \beta \sim \mathcal{N}_k(\beta_0, B_0), \quad \sigma^2 \sim \mathcal{IG}\left(\frac{\nu_0}{2}, \frac{\delta_0}{2}\right), \]

where \( y_i \) is a \( n_i \) vector of observations and the matrix \( W_i \) is a subset of \( X_i \). If \( W_i \) is a vector of units, then the model reduces to a panel model with intercept heterogeneity. If \( W_i = X_i \), then the model becomes the random coefficient panel model.

Zeger and Karim (1991) and Wakefield et al. (1994) propose a Gibbs MCMC approach for this model that is based on including \( \{h_i\} \) in the sampling in conjunction with full blocking. This blocking scheme is not very desirable because the random effects and the fixed effects \( \beta \) tend to be highly correlated and treating them as separate blocks creates problems with mixing Gelfand, Sahu and Carlin (1995). To deal with this problem, Chib and Carlin (1999) suggest a number of reduced blocking schemes. One of the simplest proceeds by sampling \( \beta \) and \( \{h_i\} \) in one block by the method of composition: first sampling \( \beta \) marginalized over \( \{h_i\} \) and then sampling \( \{h_i\} \) conditioned on \( \beta \). What makes reduced blocking possible is the fact that the distribution of \( y_i \) marginalized over \( b_i \) is also Gaussian:

\[ y_i | M, \beta, D, \sigma^2 \sim \mathcal{N}_n(X_i \beta, V_i), \quad V_i = \sigma^2 I_n + W_i D W_i'. \]

The updated distribution of \( \beta \), marginalized over \( \{b_i\} \) is, therefore, easy to derive. The rest of the algorithm follows the steps of Wakefield et al. (1994). In particular, the sampling of the random effects is from independent normal distributions that are derived by treating \( (y_i - X_i \beta) \) as the “data,” \( h_i \) as the regression coefficient and \( b_i \sim \mathcal{N}_q(0, D) \) as the prior. The sampling of \( D^{-1} \) is from a Wishart distribution and that of \( \sigma^2 \) from an inverse gamma distribution.

**Algorithm 16: Gaussian Panel**

(1) Sample

\[ \beta \sim \mathcal{N}_k\left(B_n (B_n^{-1} \beta_0 + \sum_{i=1}^{n} X_i V_i^{-1} y_i), B_n = (B_n^{-1} + \sum_{i=1}^{n} X_i V_i^{-1} X_i)^{-1}\right). \]
(2) Sample
\[ b_i \sim N_q \left( D_i W_i' \alpha^2 (y_i - X_i \beta), D_i = (D + \sigma^2 W_i' W_i)^{-1} \right), \quad i \leq n. \]

(3) Sample
\[ D^{-1} \sim \mathcal{W}_p \left\{ P_0 + n, \left( R_0^{-1} + \frac{1}{n} \sum_{i=1}^n b_i b_i' \right)^{-1} \right\}. \]

(4) Sample
\[ \sigma^2 \sim \mathcal{I}\mathcal{G} \left( \frac{Y_0 + \sum_{i=1}^n \delta_i}{2}, \frac{\delta_0 + \sum_{i=1}^n \| y_i - X_i \beta - W_i b_i \|^2}{2} \right). \]

(5) Goto 1.

8.12. Multivariate binary data models

To model correlated binary data a canonical model is the multivariate probit (MVP). Let \( y_{ij} \) denote the binary response on the \( i \)th observation unit and \( j \)th variable, and let \( y_i = (y_{i1}, \ldots, y_{ij})' \), \( 1 \leq i \leq n \), denote the collection of responses on all \( J \) variables. Then, under the MVP model the marginal probability of \( y_{ij} = 1 \) is
\[ \Pr(\text{y}_{ij} = 1 | M, \beta) = \Phi(x_{ij}' \beta), \]
and the joint probability that \( Y_i = y_i \) conditioned on the parameters \( (\beta, \Sigma) \) is
\[ \Pr(Y_i = y_i | M, \beta, \Sigma) \equiv \Pr(y_i | M, \beta, \Sigma) = \int_{A_{ij}} \cdots \int_{A_{ij}} \phi_j(t | 0, \Sigma) \, dt, \]
where as in the SUR model, \( \beta' = (\beta_1', \ldots, \beta_J') \in \mathbb{R}^k \), \( k = \sum_j k_j \), but unlike the SUR model, the \( J \times J \) matrix \( \Sigma = \{ \sigma_{jk} \} \) is in correlation form (with units on the diagonal), and \( A_{ij} \) is the interval
\[ A_{ij} = \begin{cases} (-\infty, x_{ij}' \beta) & \text{if } y_{ij} = 1, \\ (x_{ij}' \beta, \infty) & \text{if } y_{ij} = 0. \end{cases} \]

To simplify the MCMC implementation for this model Chib and Greenberg (1998) follow the general approach of Albert and Chib (1993a) and employ latent variables. Let
\[ z_i \sim N_J(X_i \beta, \Sigma), \]
with the observed data given by the sign of \( z_{ij} \):
\[ y_{ij} = I(z_{ij} > 0), \quad j = 1, \ldots, J, \]
where \( I(A) \) is the indicator function of the event \( A \). If we let \( \sigma = (\sigma_{21}, \sigma_{31}, \sigma_{32}, \ldots, \sigma_{JJ}) \) denote the \( J(J-1)/2 \) distinct elements of \( \Sigma \), and let \( z = (z_1, \ldots, z_n) \) denote the latent
values corresponding to the observed data \( Y = \{y_i\}_{i=1}^n \), then the algorithm proceeds with the sampling of the augmented posterior density

\[
\pi(\beta, \sigma, z | y, M) \propto p(\beta) p(\sigma) f(z | M, \beta, \Sigma) \Pr(y | z, \beta, \Sigma)
\]

\[
\propto p(\beta) p(\sigma) \prod_{i=1}^n \{ \phi_j(z_i | X_i \beta, \Sigma) \Pr(y_i | z_i, \beta, \Sigma) \}, \beta \in \mathbb{R}^k, \sigma \in C,
\]

where

\[
\Pr(y_i | z_i, \beta, \Sigma) = \prod_{j=1}^J \{ I(z_{ij} > 0) I(y_{ij} = 1) + I(z_{ij} \leq 0) I(y_{ij} = 0) \},
\]

\( p(\sigma) \) is a normal density truncated to the region \( C \), and \( C \) is the set of values of \( \sigma \) that produce a positive definite correlation matrix \( \Sigma \).

Conditioned on \( \{z_i\} \) and \( \Sigma \), the update for \( \beta \) is as in the SUR model, while conditioned on \( (\beta, \Sigma) \), \( z_{ij} \) can be sampled one at a time conditioned on the other latent values from truncated normal distributions, where the region of truncation is either \((0, \infty)\) or \((-\infty, 0)\) depending on whether the corresponding \( y_{ij} \) is one or zero. The key step in the algorithm is the sampling of \( \sigma \), the unrestricted elements of \( \Sigma \), from the full conditional density \( \pi(\sigma | M, z, \beta) \propto p(\sigma) \prod_{i=1}^n \phi_j(z_i | X_i \beta, \Sigma) \). This density, which is truncated to the complicated region \( C \), is sampled by a M–H step with tailored proposal density

\[
q(\sigma | M, z, \beta) = f_T(\sigma | m, V, \xi)
\]

where

\[
m = \arg \max_{\sigma \in C} \sum_{i=1}^n \ln \phi_j(z_i | X_i \beta, \Sigma),
\]

\[
V = - \left\{ \frac{\partial^2}{\partial \sigma \partial \sigma'} \sum_{i=1}^n \ln \phi_j(z_i | X_i \beta, \Sigma) \right\}^{-1}_{\sigma = m},
\]

are the mode and curvature of the target distribution, given the current values of the conditioning variables. Note that, as in Algorithm 12, no truncation is enforced on the proposal density.

**Algorithm 17: Multivariate probit**

1. **Sample** for \( i \leq n, j \leq J \)

\[
z_{ij} \sim \begin{cases} 
\mathcal{N}_{(0, \infty)}(\mu_j, \nu_j) & \text{if } y_{ij} = 1, \\
\mathcal{N}_{(-\infty, 0)}(\mu_j, \nu_j) & \text{if } y_{ij} = 0,
\end{cases}
\]

\[
\mu_j = \text{E}(z_{ij} | Z_{(i)}, \beta, \Sigma),
\]

\[
\nu_j = \text{Var}(z_{ij} | Z_{(i)}, \beta, \Sigma).
\]
(2) Sample
\[ \beta \sim N_k \left( B_n \left( B_0^{-1} \beta_0 + \sum_{i=1}^{n} X_i' \Sigma^{-1} z_i \right) \right) , B_n = \left( B_0^{-1} + \sum_{i=1}^{n} X_i' \Sigma^{-1} X_i^{-1} \right)^{-1} . \]

(3) M–H
(a) Calculate the parameters \((m, V)\).
(b) Propose
\[ \sigma' \sim f_T(\sigma|m, V, \xi) . \]
(c) Calculate
\[ \alpha = \min \left\{ \frac{p(\sigma') \prod_{i=1}^{n} \phi_T(z_i|X, \beta, \Sigma') I(\sigma' \in C)}{p(\sigma) \prod_{i=1}^{n} \phi_T(z_i|X, \beta, \Sigma)} \frac{f_T(\sigma'|m, V, \xi)}{f_T(\sigma'|m, V, \xi)} \right\} . \]
(d) Move to \(\sigma'\) with probability \(\alpha\).
(4) Goto 1.

As an application of this algorithm consider a data set in which the multivariate binary responses are generated by a panel structure. The data is concerned with the health effects of pollution on 537 children in Stuebenville, Ohio, each observed at ages 7, 8, 9 and 10 years, and the response variable is an indicator of wheezing status [Diggle, Liang and Zeger (1995)]. Suppose that the marginal probability of wheeze status of the \(i\)th child at the \(j\)th time point is specified as
\[ \Pr(y_{ij} = 1 | \beta) = \Phi(\beta_0 + \beta_1 x_{1ij} + \beta_2 x_{2ij} + \beta_3 x_{3ij}), \quad i \leq 537, j \leq 4, \]
where \(\beta\) is constant across categories, \(x_1\) is the age of the child centered at nine years, \(x_2\) is a binary indicator variable representing the mother’s smoking habit during the first year of the study, and \(x_3 = x_1 x_2\). Suppose that the Gaussian prior on \(\beta = (\beta_1, \beta_2, \beta_3, \beta_4)\) is centered at zero with a variance of \(10 I_k\) and let \(p(\sigma)\) be the density of a normal distribution, with mean zero and variance \(I_6\), restricted to region that leads to a positive-definite correlation matrix, where \((\sigma_{21}, \sigma_{31}, \sigma_{32}, \sigma_{41}, \sigma_{42}, \sigma_{43})\). From 10000 cycles of Algorithm 17 one obtains the following covariate effects and posterior distributions of the correlations.

Notice that the summary tabular output in Table 2 contains not only the posterior means and standard deviations of the parameters but also the 95% credibility intervals, all computed from the sampled draws. It may be seen from Figure 6 that the posterior distributions of the correlations are similar suggesting that an equi-correlated correlation structure might be appropriate for these data. This issue is considered more formally in Section 10.2 below.
Table 2
Covariate effects in the Ohio wheeze data: MVP model with unrestricted correlations

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Prior</th>
<th>Posterior $^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Std. dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.000</td>
<td>3.162</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.000</td>
<td>3.162</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.000</td>
<td>3.162</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.000</td>
<td>3.162</td>
</tr>
</tbody>
</table>

$^1$ The results are based on 10,000 draws from Algorithm 17.

$^2$ NSE denotes the numerical standard error, lower is the 2.5th percentile and upper is the 97.5th percentile of the simulated draws.

Fig. 6. Posterior boxplots of the correlations in the Ohio wheeze data: MVP model.

9. Sampling the predictive density

A fundamental goal of any statistical analysis is to predict a set of future or unobserved observations $y_f$ given the current data $y$ and the assumed model $M$. In the Bayesian context this problem is solved by the calculation of the Bayesian prediction density which is defined as the distribution of $y_f$ conditioned on $(y, M)$ but marginalized over the parameters $\theta$. More formally, the predictive density is defined as

$$ f(y_f | y, M) = \int f(y_f | y, M, \theta) \pi(\theta | y, M) d\theta, $$

(32)
where $f(y_f|y, M, \theta)$ is the conditional density of $y_f$ given $(y, M, \theta)$ and the marginalization is with respect to the posterior density $\pi(\theta|y, M)$ of $\theta$. In general, the predictive density is not available in closed form. However, in the context of MCMC problems that deliver a sample of (correlated) draws

$$\theta^{(1)}, \ldots, \theta^{(M)} \sim \pi(\theta|y, M),$$

this is hardly a problem. One can utilize the posterior draws in conjunction with the method of composition to produce a sample of draws from the predictive density. This is done by appending a step at the end of the MCMC iterations where for each value $\theta^{(j)}$ one simulates

$$y_f^{(j)} \sim f(y_f|y, M, \theta^{(j)}), \quad j \leq M,$$  \hspace{1cm} (33)

from the density of the observations, conditioned on $\theta^{(j)}$. The collection of simulated values $\{y_f^{(1)}, \ldots, y_f^{(M)}\}$ is a sample from the Bayes prediction density $f(y_f|y, M)$. The simulated sample can be summarized in the usual way by the computation of sample averages and quantiles. Thus, to sample the prediction density one simply has to simulate the data generating process for each simulated value of the parameters.

In some problems, that have a latent data structure, a modified procedure to sample the predictive density may be necessary. Suppose that $z$ denotes the latent data in the prediction period and $z$ denote the latent data in the sample period. Let $\psi = (\theta, z)$ and suppose that the MCMC sampler produces the draws

$$\psi^{(1)}, \ldots, \psi^{(M)} \sim \pi(\psi|y, M).$$

In this situation, the predictive density can be expressed as

$$f(y_f|y, M) = \int f(y_f|y, M, z_f, \psi) \pi(z_f|y, M, \psi) \pi(\psi|y, M) \text{d}z_f \text{d}\psi,$$  \hspace{1cm} (34)

which may again be sampled by the method of composition where for each value $\psi^{(j)} \sim \pi(\psi|y, M)$ one simulates

$$z_f^{(j)} \sim \pi(z_f|y, M, \psi^{(j)}), \quad y_f^{(j)} \sim f(y_f|y, M, z_f^{(j)}, \psi^{(j)}).$$

The simulated values of $y_f$ from this two step process are again from the predictive density.
To illustrate the one step procedure, suppose that one is interested in predicting $\mathbf{y}_f = (y_{n+1}, y_{n+2})$ from a regression model with autoregressive errors of order two where

$$y_t | Y_{t-1}, \mathcal{M}, \mathbf{b}, \phi, \sigma^2 \sim N(\phi_1 y_{t-1} + \phi_2 y_{t-2} + (\mathbf{x}_t - \phi_1 \mathbf{x}_{t-1} - \phi_2 \mathbf{x}_{t-2})' \mathbf{b}, \sigma^2).$$

Then, for each draw $(\mathbf{b}^{(j)}, \phi^{(j)}, \sigma^{2(j)})$ from Algorithm 12, one simulates $y_f$ by sampling

$$y_{n+1}^{(j)} \sim N(\phi_1^{(j)} y_n + \phi_2^{(j)} y_{n-1} + (\mathbf{x}_{n+1} - \phi_1^{(j)} \mathbf{x}_n - \phi_2^{(j)} \mathbf{x}_{n-1})' \mathbf{b}^{(j)}, \sigma^{2(j)})$$

and

$$y_{n+2}^{(j)} \sim N(\phi_1^{(j)} y_n + \phi_2^{(j)} y_{n-1} + (\mathbf{x}_{n+2} - \phi_1^{(j)} \mathbf{x}_{n+1} - \phi_2^{(j)} \mathbf{x}_{n})' \mathbf{b}^{(j)}, \sigma^{2(j)}).$$

The sample of simulated values $\{y_{n+1}^{(j)}, y_{n+2}^{(j)}\}$ from repeating this process is a sample from the (joint) predictive density.

As an example of the two step procedure consider a specific hidden Markov model in which

$$y_t | Y_{t-1}, \mathcal{M}, \beta_0, \gamma, \sigma^2 \sim N(\beta_0 + \gamma s_t, \sigma^2),$$

where $s_t \in \{0, 1\}$ is an unobserved state variable that follows a two-state Markov process with unknown transition probabilities

$$P = \begin{pmatrix} \rho_{00} & \rho_{01} \\ \rho_{10} & \rho_{11} \end{pmatrix}. $$

In this case, suppose that Algorithm 13 has been used to deliver draws on $\psi = (\beta_0, \gamma, \sigma^2, \mathbf{a}, \mathbf{b}, S_n)$. As described by Albert and Chib (1993b), to predict $y_{n+1}$ we take each draw of $\psi^{(j)}$ and sample

$$s_{n+1}^{(j)} \sim p(s_{n+1} | s_n^{(j)}, P_{11}, P_{12})$$

from the Markov chain (this is just a two point discrete distribution), and then sample

$$y_{n+1}^{(j)} \sim N(\beta_0^{(j)} + \gamma^{(j)} s_{n+1}^{(j)}, \sigma^{2(j)}).$$

The next value $y_{n+2}^{(j)}$ is drawn in the same way after $s_{n+2}^{(j)}$ is simulated from the Markov chain $p(s_{n+2} | s_{n+1}^{(j)}, P_{11}, P_{12})$. These two steps can be iterated for any number of periods into the future and the whole process repeated for each simulated value of $\psi$. 
10. MCMC methods in model choice problems

10.1. Background

Consider the situation in which there are \( K \) possible models \( \mathcal{M}_1, \ldots, \mathcal{M}_K \) for the observed data defined by the sampling densities \( \{ f(y|\theta_k, \mathcal{M}_k) \} \) and proper prior densities \( \{ p(\theta_k|\mathcal{M}_k) \} \) and the objective is to find the evidence in the data for the different models. In the Bayesian approach this question is answered by placing prior probabilities \( \Pr(\mathcal{M}_k) \) on each of the \( K \) models and using the Bayes calculus to find the posterior probabilities \( \{ \Pr(\mathcal{M}_1|y), \ldots, \Pr(\mathcal{M}_K|y) \} \) conditioned on the data but marginalized over the unknowns \( \theta_k \). Specifically, the posterior probability of \( \mathcal{M}_k \) is given by the expression

\[
\Pr(\mathcal{M}_k|y) = \frac{\Pr(\mathcal{M}_k) m(y|\mathcal{M}_k)}{\sum_{l=1}^{K} \Pr(\mathcal{M}_l) m(y|\mathcal{M}_l)} \propto \Pr(\mathcal{M}_k) m(y|\mathcal{M}_k), \quad (k \leq K),
\]

where

\[
m(y|\mathcal{M}_k) = \int f(y|\theta_k, \mathcal{M}_k) p(\theta_k|\mathcal{M}_k) \, d\theta_k,
\]  

(35)

is the marginal density of the data and is called the marginal likelihood of \( \mathcal{M}_k \). In words, the posterior probability of \( \mathcal{M}_k \) is proportional to the prior probability of \( \mathcal{M}_k \) times the marginal likelihood of \( \mathcal{M}_k \). The evidence provided by the data about the models under consideration is summarized by the posterior probability of each model.

Often the posterior probabilities are summarized in terms of the posterior odds

\[
\frac{\Pr(\mathcal{M}_i|y)}{\Pr(\mathcal{M}_j|y)} = \frac{\Pr(\mathcal{M}_i) m(y|\mathcal{M}_i)}{\Pr(\mathcal{M}_j) m(y|\mathcal{M}_j)},
\]

which provides the relative support for the two models. The ratio of marginal likelihoods in this expression is the Bayes factor of \( \mathcal{M}_i \) vs \( \mathcal{M}_j \).

If interest centers on the prediction of observables then it is possible to mix over the alternative predictive densities by utilizing the posterior probabilities as weights. More formally, the prediction density of a set of observations \( y_f \) marginalized over both \( \{\theta_k\} \) and \( \{\mathcal{M}_k\} \) is given by

\[
f(y_f|y) = \sum_{j=1}^{K} \Pr(\mathcal{M}_j|y) f(y_f|y, \mathcal{M}_j),
\]

where \( f(y_f|y, \mathcal{M}_k) \) is the prediction density in Equation (34).
10.2. Marginal likelihood computation

A central problem in estimating the marginal likelihood is that it is an integral of the sampling density over the prior distribution of $\theta_k$. Thus, MCMC methods, which deliver sample values from the posterior density, cannot be used to directly average the sampling density because that estimate would converge to

$$
\int f(y|\theta_k, M_k) p(\theta_k|y, M_k) \, d\theta_k,
$$

which is not the marginal likelihood. In addition, taking draws from the prior density to do the averaging produces an estimate that is simulation-consistent but highly inefficient because draws from the prior density are not likely to be in high density regions of the sampling density $f(y|\theta_k, M_k)$. A natural way to correct this problem is by the method of importance sampling. If we let $h(\theta_k|M_k)$ denote a suitable importance sampling function, then the marginal likelihood can be estimated as

$$
\hat{m}_{IS}(y|M_k) = M^{-1} \sum_{j=1}^{M} \frac{f(y|\theta^{(j)}_k, M_k) p(\theta^{(j)}_k|M_k)}{h(\theta^{(j)}_k|M_k)},
$$

$$
\theta^{(j)}_k \sim h(\theta^{(j)}_k|M_k) \quad (j \leq M).
$$

This method is useful when it can be shown that the ratio is bounded, which can be difficult to check in practice, and when the sampling density is not expensive to compute which, unfortunately, is often not true. We mention that if the importance sampling function is taken to be the unnormalized posterior density then that leads to

$$
\hat{m}_{NR} = \left[ \frac{1}{M} \sum_{j=1}^{M} \left\{ \frac{1}{f(y|\theta^{(j)}_k, M_k) p(\theta^{(j)}_k|M_k)} \right\} \right]^{-1},
$$

the harmonic mean of the likelihood values. This estimate, proposed by Newton and Raftery (1994), can be unstable because the inverse likelihood does not have finite variance. Gelfand and Dey (1994) propose a modified stable estimator

$$
\hat{m}_{GD} = \left[ \frac{1}{M} \sum_{j=1}^{M} \left\{ \frac{h(\theta^{(j)})}{f(y|\theta^{(j)}_k, M_k) p(\theta^{(j)}_k|M_k)} \right\} \right]^{-1},
$$

where $h(\theta)$ is a density with tails thinner than the product of the prior and the likelihood. Unfortunately, this estimator is difficult to apply in models with latent or missing data.

The Laplace method for integrals can be used to provide a non-simulation based estimate of the marginal likelihood. Let $d_k$ denote the dimension of $\theta_k$ and let $\hat{\theta}_k$
denote the posterior mode of $\theta_k$, and $\Sigma_k$ the inverse of the negative Hessian of $\ln \{ f(y|\theta_k, M_k) p(\theta_k|M_k) \}$ evaluated at $\hat{\theta}_k$. Then the Laplace estimate of marginal likelihood, on the customary log base ten scale, is given by

$$\log \hat{m}_L(y|M_k) = (d_k/2) \log(2\pi) + (1/2) \log \det(\Sigma_k) + \log f(y|\hat{\theta}_k, M_k) + \log p(\hat{\theta}_k|M_k).$$

The Laplace estimate has a large sample justification and can be shown to equal the true value up to an error that goes to zero in probability at the rate $n^{-1}$.

Both the importance method and the Laplace estimate may be considered as the traditional methods for computing the marginal likelihood. More recent methods exploit two additional facts about the marginal likelihood. The first that the marginal likelihood is the normalizing constant of the posterior density and therefore under this view the Bayes factor can be interpreted as the ratio of two normalizing constants. There is a large literature in physics (in a quite different context, however) on precisely the latter problem stemming from Bennett (1976). This literature was adapted in the mid 1990's for statistical problems by Meng and Wong (1996) utilizing the bridge sampling method and by Chen and Shao (1997) based on umbrella sampling. The techniques presented in these papers, although based on the work in physics, contain modifications of the ideas to handle problems such as models with differing dimensions. DiCiccio, Kass, Raftery and Wasserman (1997) present a comparative analysis of the bridge sampling method in relation to other competing methods of computing the marginal likelihood. At this time, however, the bridge sampling method and its refinements have not found significant use in applications perhaps because the methods are quite involved and because simpler methods are available.

Another approach that deals with the estimation of Bayes factors, again in the context of nested models, is due to Verdinelli and Wasserman (1995) and is called the Savage–Dickey density ratio method. Suppose a model is defined by a parameter $\theta = (w, \psi)$ and the first model $M_1$ is defined by the restriction $w = w_0$ and the second model $M_2$ by letting $w$ be unrestricted. Then, it can be shown that the Bayes factor is given by

$$B_{12} = \frac{\pi(w_0|y, M_2)}{\pi(w_0|M_2)} E \left\{ \frac{p(\psi|M_1)}{p(\psi|M_1, w_0)} \right\},$$

where the expectation is with respect to $\pi(\psi|y, M_2, w_0)$. If $\pi(w_0|y, M_2, \psi)$ is available in closed form then $\pi(w_0|y, M_2)$ can be estimated by the Rao–Blackwell method and the second expectation by taking draws from the posterior $\pi(\psi|y, M_2, w_0)$, which can be obtained by the method of reduced runs discussed below, and averaging the ratio of prior densities. This method provides a simple approach for nested models but the method is not efficient if the dimensions of the two models are substantially different because then the ordinate $\pi(w_0|y, M_2)$ tends to be small and the simulated values used to average the ratio tend to be in low density regions.
The second fact about marginal likelihoods, highlighted in a paper by Chib (1995), is that the marginal likelihood by virtue of being the normalizing constant of the posterior density can be expressed as

$$m(y|M_k) = \frac{f(y|\theta_k, M_k) p(\theta_k|M_k)}{\pi(\theta_k|y, M_k)}.$$  \hspace{1cm} (36)

This expression is an identity in \(\theta_k\), because the left hand side is free of \(\theta_k\). Chib (1995) refers to it as the basic marginal likelihood identity (BMI). Based on this expression an estimate of the marginal likelihood on the log-scale is given by

$$\log \hat{m}(y|M_k) = \log f(y|\theta^*_k, M_k) + \log p(\theta^*_k|M_k) - \log \hat{\pi}(\theta^*_k|y, M_k),$$  \hspace{1cm} (37)

where \(\theta^*_k\) denotes an arbitrarily chosen point and \(\hat{\pi}(\theta^*_k|y, M_k)\) is the estimate of the posterior density at that single point. Two points should be noted. First, this estimate requires only one evaluation of the likelihood function. This is particularly useful in situations where repeated evaluation of the likelihood function is computationally expensive. Second, to increase the computational efficiency, the point \(\theta^*_k\) should be taken to be a high density point under the posterior.

To estimate the posterior ordinate one utilizes the MCMC output in conjunction with a marginal/conditional decomposition. To simplify notation, drop the model subscript \(k\) and suppose that the parameter vector is blocked into \(B\) blocks as \(\theta_1, \ldots, \theta_B\). In addition, let \(z\) denote additional variables (latent or missing data) that may be included in the simulation to clarify the structure of the full conditional distributions. Also let \(y^i = (\theta_1, \ldots, \theta_i)\) and \(y^{i+1} = (\theta_i, \ldots, \theta_B)\) denote the list of blocks up to \(i\) and the set of blocks from \(i\) to \(B\), respectively. Now write the posterior ordinate at the point \(\theta^*\) by the law of total probability as

$$\pi(\theta^*|y, M) = \pi(\theta^*_1|y, M) \times \cdots \times \pi(\theta^*_i|y, M, y^i_{i-1}) \times \cdots \times \pi(\theta^*_B|y, M, y^B_{B-1}),$$  \hspace{1cm} (38)

where the first term in this expression is the marginal density of \(\theta_i\) evaluated at \(\theta^*_i\), and the typical term is of the form

$$\pi(\theta^*_i|y, M, y^i_{i-1}) = \int \pi(\theta^*_i|y, M, y^i_{i-1}, \psi^{i+1}, z) \pi(\psi^{i+1}, z|y, M, y^i_{i-1}) d\psi^{i+1} dz.$$

This may be called a reduced conditional ordinate. It is important to bear in mind that in finding the reduced conditional ordinate one must integrate only over \((\psi^{i+1}, z)\) and that the integrating measure is conditioned on \(y^i_{i-1}\).

Assume that the normalizing constants of each full conditional density is known, an assumption that is relaxed below. Then, the first term of Equation (38) can be estimated by the Rao–Blackwell method. To estimate the typical reduced conditional
ordinate, Chib (1995) defines a reduced MCMC run consisting of the full conditional distributions
\[
\pi(\theta_1 | y, M, \psi_{t-1}^*, \psi^t, z) \cdot \cdots \cdot \pi(\theta_B | y, M, \psi_{t-1}^*, \theta, \ldots, \theta_{B-1}, z);
\]
\[
\pi(z | y, M, \psi_{t-1}^*, \psi^t) \}
\]
(39)
where the blocks in $\psi_{t-1}^*$ are set equal to $\psi_{t-1}^*$. By MCMC theory, the draws on $(y_{t+1}, z)$ from this run are from the distribution $\pi(y_{t+1}, z | y, M, \psi_{t-1}^*)$ and so the reduced conditional ordinate can be estimated as the average
\[
\hat{\pi}(\theta^*_t | y, M, \psi_{t-1}^*) = M^{-1} \frac{\sum_{j=1}^{M} \pi(\theta^*_t | y, M, \psi_{t-1}^*, \psi^t^{j+1}, (j), z^{(j)})}{M}.
\]
over the simulated values of $\psi^t$ and $z$ from the reduced run. Each subsequent reduced conditional ordinate that appears in the decomposition (38) can be estimated in the same way though, conveniently, with fewer and fewer distributions appearing in the reduced runs. Given the marginal and reduced conditional ordinates, the Chib estimate of the marginal likelihood on the log scale is defined as
\[
\log \hat{m}(y | M) = \log f(y | \theta^*, M) + \log p(\theta^*) - \sum_{i=1}^{B} \log \hat{\pi}(\theta^*_i | y, M, \psi_{t-1}^*),
\]
(40)
where $f(y | \theta^*, M)$ is the density of the data marginalized over the latent data $z$.

It is worth noting that an alternative approach to estimate the posterior ordinate is developed by Ritter and Tanner (1992) in the context of Gibbs MCMC chains with fully known full conditional distributions. If one lets
\[
K_G(\theta, \theta^* | y, M) = \prod_{i=1}^{B} \pi(\theta^*_i | y, M, \theta^*_1, \ldots, \theta^*_{i-1}, \theta^*_{i+1}, \ldots, \theta^*_B),
\]
denote the Gibbs transition kernel, then by virtue of the fact that the Gibbs chain satisfies the invariance condition $\pi(\theta^* | y, M) = \int K_G(\theta, \theta^* | y, M) \pi(\theta | y, M) \, d\theta$, one can obtain the posterior ordinate by averaging the transition kernel over draws from the posterior distribution:
\[
\hat{\pi}(\theta^* | y, M) = M^{-1} \sum_{g=1}^{M} K_G(\theta^{(g)}, \theta^* | y, M).
\]
This estimate only requires draws from the full Gibbs run but when $\theta$ is high dimensional and the model contains latent variables, this estimate is less accurate than Chib’s posterior density decomposition method.
It should be observed that the above methods of estimating the posterior ordinate require knowledge of the normalizing constants of each full conditional density. What can be done when this condition does not hold? DiCiccio, Kass, Raftery and Wasserman (1997) and Chib and Greenberg (1998) suggest the use of kernel smoothing in this case. Suppose, for example, that the problem occurs in the distribution of the $i$th block. Then, the draws on $\theta_i$ from the reduced MCMC run in Equation (39) can be smoothed by kernel methods to find the ordinate at $\theta_i^*$. This approach should only be used when the dimension of the recalcitrant block is not large. A more general technique has recently been developed by Chib and Jeliazkov (2001). The first main result of the paper is that if sampling is done in one block by the M–H algorithm then the posterior ordinate can be written as

$$
\pi(\theta^* | y, M) = \frac{E_1 \{ \alpha(\theta, \theta^* | y, M) q(\theta, \theta^* | y, M) \}}{E_2 \{ \alpha(\theta^*, \theta | y, M) \}},
$$

where the numerator expectation $E_1$ is with respect to the distribution $\pi(\theta | y, M)$ and the denominator expectation $E_2$ is with respect to the proposal density of $\theta$ conditioned on $\theta^*$, $q(\theta^*, \theta | y, M)$, and $\alpha(\theta, \theta^* | y, M)$ is the probability of move in the M–H step. This expression implies that a simulation consistent estimate of the posterior ordinate can be defined as

$$
\hat{\pi}(\theta^* | y) = \frac{M^{-1} \sum_{g=1}^{M} \alpha(\theta^{(g)}, \theta^* | y, M) q(\theta^{(g)}, \theta^* | y, M)}{J^{-1} \sum_{j=1}^{J} \alpha(\theta^*, \theta^{(j)} | y, M)},
$$

(41)

where $\{ \theta^{(g)} \}$ are the given draws from the posterior distribution while the draws $\theta^{(j)}$ in the denominator are from $q(\theta^*, \theta | y, M)$, given the fixed value $\theta^*$. The second main result of the paper is that in the context of the multiple block M–H algorithm the reduced conditional ordinate can be expressed as

$$
\pi(\theta^*_1, \ldots, \theta^*_n | y, M, \theta^*_1, \ldots, \theta^*_{i-1}) = \frac{E_1 \{ \alpha(\theta, \theta^*_i | y, M, \psi^*_{i-1}, \psi^{i+1}) q_i(\theta, \theta^*_i | y, M, \psi^*_{i-1}, \psi^{i+1}) \}}{E_2 \{ \alpha(\theta^*_i, \theta | y, M, \psi^*_{i-1}, \psi^{i+1}) \}},
$$

(42)

where $E_1$ is the expectation with respect to $\pi(\theta, \psi^{i+1} | y, M, \psi^*_{i-1})$ and $E_2$ that with respect to the product measure $\pi(\psi^{i+1} | y, M, \psi^*_i) q_i(\theta^*_i, \theta | y, M, \psi^*_{i-1}, \psi^{i+1})$. The quantity $\alpha(\theta, \theta^*_i | y, M, \psi^*_{i-1}, \psi^{i+1})$ is the usual conditional M–H probability of move. The two expectations can be estimated from the output of the reduced runs in an obvious way. An example of this technique in action is provided next.

Consider the data set that was introduced in Section 8 in connection with the multivariate probit model. In this setting, the full conditional density of the correlations is not in tractable form. Assume as before that the marginal probability of wheeze is given by

$$
Pr(y_{ij} = 1 | M_k, \beta) = \Phi(\beta_0 + \beta_1 x_{1ij} + \beta_2 x_{2ij} + \beta_3 x_{3ij}), \quad i \leq 537, \ j \leq 4,
$$

where, as before, the dependence of $\beta$ on the model is suppressed for convenience, $x_1$ is the age of the child centered at nine years, $x_2$ is a binary indicator variable representing
the mother’s smoking habit during the first year of the study, and $x_3 = x_1x_2$. Now suppose that interest centers on three alternative models generated by three alternative correlation matrices. Let these models be defined as

- $M_1$: Unrestricted $\Sigma$ except for the unit constraint on the diagonal. In this case $\sigma$ consists of six unknown elements.
- $M_2$: Equicorrelated $\Sigma$ where the correlations are all equal and described by a single parameter $\rho$.
- $M_3$: Toeplitz $\Sigma$ wherein the correlations depend on a single parameter $\omega$ but under the restriction that $\text{Corr}(Z_{ik}, Z_{il}) = \omega^{|k-l|}$.

Assume that the prior on $\beta = (\beta_0, \beta_1, \beta_2, \beta_3)$ is independent Gaussian with a mean of zero and a variance of ten. Also let the prior on the correlations $\sigma$ be normal with mean of zero and covariance equal to the identity matrix (truncated to the region $C$) and that on $\rho$ and $\omega$ be normal truncated to the interval $(-1, 1)$.

For each model, 10,000 iterations of Algorithm 17 are used to obtain the posterior sample and the posterior ordinate, using $M_1$ for illustration, is computed as

$$\pi(\sigma^*, \beta^* | y, M_1) = \pi(\sigma^* | y, M_1) \pi(\beta^* | y, M_1, \Sigma^*)$$

To estimate the marginal ordinate one can apply Equation (42) leading to the estimate

$$\hat{\pi}(\sigma^* | y, M_1) = \frac{M^{-1}}{J^{-1}} \sum_{j=1}^{J} \alpha(\sigma^{(g)}, \sigma^*, y, \beta^{(g)}, \{z_t^{(g)}\}, \{z_t^{(g)}\}) \quad (\text{43})$$

where $\alpha$ is the probability of move defined in Algorithm 17, $\{\beta^{(g)}, \{z_t^{(g)}\}, \sigma^{(g)}\}$ are values drawn from the full MCMC run and the values $\{\beta^{(j)}, \{z_t^{(j)}\}, \sigma^{(j)}\}$ in the denominator are from a reduced run consisting of the densities

$$\pi(\beta | y, M_1, \{z_t\}, \Sigma^*); \quad \pi(\{z_t\} | y, M_1, \beta, \Sigma^*), \quad (\text{44})$$

after $\Sigma$ is fixed at $\Sigma^*$. In particular, the draws for the denominator are from the distributions

$$\beta^{(j)}, z^{(j)} \sim \pi(\beta, z | y, M_1, \Sigma^*),$$

$$\sigma^{(j)} \sim q(\sigma^*, \sigma | y, M_1, \beta^{(j)}, z^{(j)}), \quad j \leq J.$$  

The sampled variates $\{\beta^{(j)}, z^{(j)}\}$ from this reduced run are also used to estimate the second ordinate as

$$\hat{\pi}(\beta^* | y, M_1, \Sigma^*) = M^{-1} \sum_{j=1}^{M} \phi_j(\beta^* | \beta^{(j)}, B_0^*), \quad (\text{45})$$

where $\beta^{(j)} = B_0(B_0^{-1} \beta_0 + \sum_{i=1}^{n} X_i^\prime \Sigma^{-1} z_{i}^{(j)})$ and $B_0^* = (B_0^{-1} + \sum_{i=1}^{n} X_i^\prime \Sigma^{-1} X_i)^{-1}$. It should be noted that estimates of both ordinates are available at the conclusion of the single reduced run.
Table 3
Log-likelihood and log marginal likelihood by the Chib method of three models fit to the Ohio wheeze data

| Model | $\ln f(y | M, \theta^*)$ | $\ln m(y | M)$ |
|-------|-----------------|----------------|
| $M_1$ | -795.1869       | -823.9188      |
| $M_2$ | -798.5567       | -818.009       |
| $M_3$ | -804.4102       | -824.0001      |

$M_1$, MVP with unrestricted correlations; $M_2$, MVP with equicorrelated correlation; $M_3$, MVP with Toeplitz correlation structure.

The marginal likelihood computation is completed by evaluating the likelihood function at the point $(\beta^*, \Sigma^*)$ by the Geweke–Hajivassiliou–Keane method. The resulting marginal likelihoods of the three alternative models are reported in Table 3. On the basis of these marginal likelihoods we conclude that the data tend to support the MVP model with equicorrelated correlations.

10.3. Model space–parameter space MCMC algorithms

When one is presented with a large collection of candidate models $\{M_1, \ldots, M_K\}$, each with parameters $\theta_k \in B_k \subseteq \mathbb{R}^{d_k}$, direct fitting of each model to find the marginal likelihood can be computationally expensive. In such cases it may be more fruitful to utilize model space–parameter space MCMC algorithms that eschew direct fitting of each model for an alternative simulation of a “mega model” where a model index random variable, denoted as $\mathcal{M}$, taking values on the integers from 1 to $K$, is sampled in tandem with the parameters. The posterior distribution of $\mathcal{M}$ is then computed as the frequency of times each model is visited.

In this section we discuss two general model space–parameter space MCMC algorithms that have been proposed in the literature. These are the algorithms of Carlin and Chib (1995) and the reversible jump method of Green (1995).

To explain the Carlin and Chib (1995) algorithm, write $\theta = \{\theta_1, \ldots, \theta_K\}$ and assume that each model is defined by the likelihood $f(y | \theta_k, \mathcal{M} = k)$ and (proper) priors $p(\theta_k | \mathcal{M} = k)$. Note that each model is non-nested. Now by the law of total probability the joint distribution of the data, the parameters and the model index is given by

$$f(y, \theta, \mathcal{M} = k) = f(y | \theta_k, \mathcal{M} = k)p(\theta_k | \mathcal{M} = k)p(\theta_{-k} | \theta_k, \mathcal{M} = k) \Pr(\mathcal{M} = k).$$

(46)

Thus, in addition to the usual inputs, the joint probability model requires the specification of the densities $\{p(\theta_{-k} | \theta_k, \mathcal{M} = k), k \leq K\}$. These are called pseudo priors or linking densities and are necessary to complete the probability model but play no role in determining the marginal likelihood of $\mathcal{M} = k$ since

$$m(y, \mathcal{M} = k) = \int f(y, \theta, \mathcal{M} = k) d\theta,$$
regardless of what pseudo priors are chosen. Hence, the linking densities may be chosen in any convenient way that promotes the working of the MCMC sampling procedure. The goal now is to sample the posterior distribution on model space and parameter space

$$\pi(\theta_1, \ldots, \theta_K, M|y) \propto f(y, \theta, M),$$

by MCMC methods.

**Algorithm 18: Model space MCMC**

1. **Sample**

   $$\theta_k \sim \pi(\theta_k | y, M = k) \propto f(y|\theta_k, M = k) \pi(\theta_k | M = k), \quad M = k,$$

   $$\theta_{\neq k} \sim p(\theta_{\neq k} | \theta_k, M = k), \quad M \neq k.$$  

2. **Model jump**

   (a) Calculate

   $$p_k = \frac{f(y|\theta_k, M = k) p(\theta_k | M = k) p(\theta_{\neq k} | \theta_k, M = k) \Pr(M = k)}{\sum_{l=1}^{K} f(y|\theta_l, M = l) p(\theta_l | M = l) p(\theta_{\neq l} | \theta_l, M = l) \Pr(M = l)}, \quad k \leq K.$$  

   (b) Sample

   $$M \sim \{p_1, \ldots, p_K\}.$$  


Thus, when $M = k$, we sample $\theta_k$ from its full conditional distribution and the remaining parameters from their pseudo priors and the model index is sampled from the a discrete point distribution with probabilities $\{p_k\}$.

Algorithm 18 is conceptually quite simple and can be used without any difficulties when the number of models under consideration is small. When $K$ is large, however, the specification of the pseudo priors and the requisite generation of each $\theta_k$ within each cycle of the MCMC algorithm can be a computational burden. We also mention that the pseudo priors should be chosen to be close to the model specific posterior distributions. To understand the rationale for this recommendation suppose that the pseudo priors can be set exactly equal to the model specific posterior distributions as

$$p(\theta_{\neq k} | \theta_k, M = k) = \prod_{l \neq k} \pi(\theta_l | y, M = l).$$

Substituting this choice into the equation of $p_k$ and simplifying we get

$$p_k = \frac{m(y|M = k) \Pr(M = k)}{\sum_{l=1}^{K} m(y|M = l) \Pr(M = l)}, (47)$$

which is $\Pr(M = k | y)$. Therefore, under this choice of pseudo priors, the Carlin–Chib algorithm generates the model move at each iteration of the sampling according to
their posterior probabilities, without any required burn-in. Thus, by utilizing pseudo priors that are close to the model specific posterior distributions one promotes mixing on model space and more rapid convergence to the invariant target distribution \( \pi(\theta_1, \theta_2, \ldots, \theta_K, M|y) \).

Another point in connection with the above algorithm is that the joint distribution over parameter space and model space can be sampled by the M–H algorithm. For example, Dellaportas, Forster and Ntzoufras (1998) suggest that the discrete conditional distribution on the models be sampled by M–H algorithm in order to avoid the calculation of the denominator of \( p_k \). Godsill (1998) considers the sampling of the entire joint distribution in Equation (46) by the M–H algorithm. Suppose that the proposal density on the joint space is specified as

\[
q \{ (M = k, \theta_k, \theta_{-k}), (M = k', \theta_{k'}, \theta'_{-k'}) \} = q_1(k,k') q_2(\theta_k, \theta_{k'}|k,k') p(\theta'_{k'}, \theta_{-k'}, M = k'),
\]

where the pseudo prior is the proposal density of the parameters \( \theta_{-k'} \) not in the proposed model \( k' \). It is important that \( q_1 \) not depend on the current value \( (\theta_k, \theta_{-k}) \) and that \( q_2 \) not depend on the current value of \( \theta_{k'} \) in the model being proposed. Then, the probability of move from \( (M = k, \theta_k, \theta_{-k}) \) to \( (M = k', \theta_{k'}, \theta'_{-k'}) \) in the M–H step, after substitutions and cancellations, reduces to

\[
\min \left\{ \frac{f(y|\theta'_{k'}, M = k') p(\theta'_{k'}|M = k') \Pr(M = k') q_1(k',k) q_2(\theta_{k'}, \theta_{k}|k,k')}{f(y|\theta_k, M = k) p(\theta_k|M = k) \Pr(M = k) q_1(k,k') q_2(\theta_{k}, \theta'_{k'}|k,k')} \right\}.
\]

which is completely independent of the pseudo priors. Thus, the sampling, or specification, of pseudo priors is not required in this version of the algorithm but the requirement that the parameters of each model be proposed in one block rules out many important problems.

We now turn to the reversible jump algorithm of Green (1995) which is designed primarily for nested models. In this algorithm, model space and parameter space moves from the current point \( (M = k, \theta_k) \) to a new point \( (M = k', \theta'_{k'}) \) are made by a Metropolis–Hastings step in conjunction with a dimension matching condition to ensure that the resulting Markov chain is reversible. An application of the reversible jump method to choosing the number of components in a finite mixture of distribution model is provided by Richardson and Green (1997). The parameter space in this method is based on the union of the parameter spaces \( B_k \). To describe the algorithm we let \( q \) denote a discrete mass function that gives the probability of each possible model given the current model and we let \( u' \) denote an increment/decrement random variable that takes one from the current point \( \theta_k \) to the new point \( \theta'_{k'} \).

**Algorithm 19: Reversible jump model space MCMC**

(1) Propose a new model \( k' \)

\[
k' \sim q_1(k,k').
\]
(2) Dimension matching
(a) Propose
\[ u' \sim q_2(u'|\theta_k,k,k'). \]
(b) Set
\[ (\theta'_k,u) = g_{k,k'}(\theta_k,u'), \]
where \( g_{k,k'} \) is a bijection between \((\theta'_k,u)\) and \((\theta_k,u')\) and \( \dim(\theta_k) + \dim(u') = \dim(\theta'_k) + \dim(u). \)

(3) M-H
(a) Calculate
\[ \alpha = \min \left\{ 1, \frac{f(y|\theta'_k,M = k') p(\theta'_k | M = k') \Pr(M = k') \frac{q_2(k','k) q_2(u|\theta_k,k,k')}{q_2(k,k') q_2(u'|\theta_k,k,k')}}{f(y|\theta_k,M = k) p(\theta_k | M = k) \Pr(M = k)} \right\}, \]
where
\[ J = \left| \frac{\partial g_{k,k'}(\theta_k,u')}{\partial (\theta_k,u')} \right|. \]
(b) Move to \((k'; \theta'_k, u')\) with probability \( \alpha \).

(4) Goto 1.

In the reversible jump method most of the tuning is in the specification of the proposal distribution \( q_2 \); a different proposal distribution is required if \( k' \) is a model with more parameters than model \( k \) than for the case when model \( k' \) has fewer parameters. This is the reason for the dependence of \( q_2 \) on not just \( \theta_k \) but also on \((k,k')\). In addition, the algorithm as stated by Green (1995) is designed for the situation where the competing models are nested and obtained by the removal or addition of different parameters, as for example in a variable selection problem.

10.4. Variable selection

Model space MCMC methods described above can be specialized to the problem of variable selection in regression. We first focus on this problem in the context of linear regression models with conjugate priors before discussing a more general situation.

Consider then the question of building a multiple regression model for a vector of \( n \) observations \( y \) in terms of a given set of covariates \( X = \{x_1, \ldots, x_p\} \). The goal is to find the “best” model of the form
\[ M_k: y = X_k \beta_k + \sigma \varepsilon, \]
where \( X_k \) is a \( n \times d_k \) matrix composed of some or all variables from \( X \), \( \sigma^2 \) is a variance parameter and \( \varepsilon \) is \( \mathcal{N}(0, I_n) \). Under the assumption that any subset of the variables in
\(X\) can be used to form \(X_k\) it follows that the number of possible models is given by \(K = 2^p\), which is a large number even if \(p\) is as small as fifteen. Thus, unless \(p\) is small, when the marginal likelihoods can be computed for each possible \(X_k\), it is helpful to use simulation-based methods that traverse the space of possible models to determine the subsets that are most supported by the data.

Raftery, Madigan and Hoeting (1997) develop one approach that is based on the use of conjugate priors. Let the parameters \(q_k = (b_k, \sigma^2)\) of model \(M_k\) follow the conjugate prior distributions

\[
\begin{align*}
  b_k | M = k, \sigma^2 &\sim N_0(0, \sigma^2 B_{0k}); \quad 
  \sigma^2 | M = k &\sim IG\left(\frac{V_0}{2}, \frac{\delta_0}{2}\right),
\end{align*}
\]

which implies after some algebra that the marginal likelihood of \(M_k\) is

\[
m(y | M = k) = \frac{\Gamma\left\{(V_0 + n)/2\right\}}{\Gamma(V_0/2)(\delta_0)^{n/2}} \left|B_k\right|^{1/2} \times \left(1 + \frac{1}{\delta_0} y'B_k y\right)^{-(n + V_0)/2},
\]

where

\[
B_k = I_n - X_k (B_{0k}^{-1} + X'_k X_k)^{-1} X'_k.
\]

Raftery, Madigan and Hoeting (1997) specify a MCMC chain to sample model space in which the target distribution is the univariate discrete distribution with probabilities

\[
\Pr(M = k | y) = p_k \propto m(y | M = k) \Pr(M = k), \quad k \leq K.
\]

Although this distribution can in principle be normalized, the normalization constant is computationally expensive to calculate when \(K\) is large (but one can argue that expending the necessary computational effort is always desirable). This motivates the sampling of Equation (51) by the Metropolis–Hastings algorithm. For each model \(M = k\) define a neighborhood \(\text{nbd}(M = k)\) which consists of the model \(M = k\) and models with either one more variable or one fewer variable than \(M = k\). Define a transition matrix \(q_1(k, k')\) which puts uniform probability over models \(k'\) that are in \(\text{nbd}(M = k)\) and zero probability for all other models. Given that the chain is currently at the point \((M = k)\) a move to the proposed model \(k'\) is made with probability

\[
\min \left\{ \frac{m(y | M = k') \Pr(M = k') q_1(k', k)}{m(y | M = k) \Pr(M = k) q_1(k, k')}, 1 \right\}.
\]

If the proposed move is rejected the chain stays at \(M = k\).

When conjugate priors are not assumed for \(\theta_k\), or when the model is more complicated than multiple regression, it is not possible to find the marginal likelihood of each model analytically. It then becomes necessary to sample both the parameters and the model index jointly as in the general model space-parameter space algorithms.
mentioned above. The approaches that have been developed for this case, however, treat the various models as nested.

Suppose that the coefficients attached to the \( p \) possible covariates in the model are denoted by \( \eta = \{ \eta_1, \ldots, \eta_p \} \), where any common noise variances or other common parameters are suppressed from the notation and the discussion. Now associate with each coefficient \( \eta_j \) an indicator variable \( d_j \) which takes the value one if the coefficient is in the model and the value zero otherwise and let \( \eta_0 \) denote the set of active \( \eta \)'s given a configuration \( \delta \) and let \( \eta_{-\delta} \) denote the complementary \( \eta \)'s. For example, if \( p = 5 \) and \( \delta = \{ 1, 0, 0, 1, 1 \} \), then \( \eta_0 = \{ \eta_1, \eta_4, \eta_5 \} \) and \( \eta_{-\delta} = \{ \eta_2, \eta_3 \} \). A variable selection MCMC algorithm can now be developed by sampling the joint posterior distribution \( p(\eta_1, \eta_2, \ldots, \eta_p | y) \).

Particular implementations representing different blocking schemes to sample this joint distribution are discussed by Kuo and Mallick (1998), Geweke (1996) and Smith and Kohn (1996). For example, in the algorithm of Kuo and Mallick (1998), the posterior distribution is sampled by recursively simulating the \( \{ \eta_1, \ldots, \eta_p \} \) from the distributions

\[
\eta_j \sim p(\eta_j | y, \eta_{-j}, \delta) \propto \begin{cases} f(y|\eta_{0j}, \delta) & \text{if } \delta_j = 1, \\ p(\eta_j | \eta_{-j}, \delta) & \text{if } \delta_j = 0, \end{cases}
\]

where \( p(\eta_j | \eta_{-j}, \delta) \) is a pseudo prior because it represents the distribution of \( \eta_j \) when \( \eta_j \) is not in the current configuration. Next, the variable indicators \( \{ d_1, \ldots, d_p \} \) are sampled one at a time from the two point mass function

\[
d_j \sim \Pr(\delta_j | y, \eta_{-j}, \delta_{-j}) \propto f(y|\eta_0, \delta) p(\eta_0 | \delta) p(\eta_{-\delta} | \eta_0, \delta) p(\delta_j),
\]

where \( p(\eta_{-\delta} | \eta_0, \delta) \) is the pseudo prior. These two steps are iterated. Procedures to sample \( (\delta, \eta) \) in one block given all the other blocks are presented by Geweke (1996) and Smith and Kohn (1996).

George and McCulloch (1993, 1997) develop an important alternative simulation-based approach for the variable selection problem that has been extensively studied and refined. In their approach, the variable selection problem is cast in terms of a hierarchical model of the type

\[
y \sim X\beta + \sigma e, \quad \beta_j | \gamma_j \sim (1 - \gamma_j) N(0, \tau_j^2) + \gamma_j N(0, c_j^2 \tau_j^2), \quad \Pr(\gamma_j = 1) = 1 - \Pr(\gamma_j = 0) = p_j,
\]

where \( \tau_j^2 \) is a small positive number and \( c_j \) a large positive number. In this specification each component of \( \beta \) is assumed to come from a mixture of two normal distributions such that \( \gamma_j = 0 \) corresponds to the case where \( \beta_j \) can be assumed to be zero. It should be noted that in this framework a particular covariate is never strictly removed from the model; exclusion from the model corresponds to a high posterior probability of the event that \( \gamma_j = 0 \). George and McCulloch (1993) sample the posterior distribution of \( (\beta, \{ \gamma_j \} ) \) by the Gibbs sampling algorithm.
10.5. Remark

We conclude this discussion by pointing out that convergence checks of the Markov chain in model space algorithms is quite difficult and has not been satisfactorily addressed in the literature. When the model space is large, as for example in the variable selection problem, one cannot be sure that all models supported by the data have been visited according to their posterior probabilities. Of course if the model space is diminished to ensure better coverage of the various models it may happen that direct computation of the marginal likelihood becomes feasible, thereby removing any justification for considering a model space algorithm in the first place. This tension in the choice between direct computation and model space algorithms is real and cannot be adjudicated in the absence of a concrete problem.

11. MCMC methods in optimization problems

Suppose that we are given a particular function $h(\theta)$, say the log likelihood of a given model, and interest lies in the value of $\theta$ that maximizes this function. In some cases, this optimization problem can be quite effectively solved by MCMC methods. One somewhat coarse possibility is to obtain draws $\{\theta^{(j)}\}$ from a density proportional to $h(\theta)$ and to find the value of $\theta$ that corresponds to the maximum of $\{h(\theta^{(j)})\}$. Another more precise technique goes by the name of simulated annealing which appears in Metropolis et al. (1953) and is closely related to the Metropolis simulation method. In the simulated annealing method, which is most typically used to maximize a function on a finite but large set, one uses the Metropolis method to sample the distribution

$$
\pi(\theta) \propto \exp \{h(\theta)/T\},
$$

where $T$ is referred to as the temperature. The temperature variable is gradually reduced as the sampling proceeds [for example, see Geman and Geman (1984)]. It can be shown that in the finite case, the values of $\theta$ produced by the simulated annealing method concentrate around the local maximum of the function $h(\theta)$.

Another method of interest is a MCMC version of the EM algorithm which can be used to find the maximum likelihood estimate in certain situations. Suppose that $z$ represents missing data and $f(y|M, \theta)$ denotes the likelihood function. Also suppose that

$$
f(y|M, \theta) = \int f(y, z|M, \theta) \, dz,
$$

is difficult to compute but that the complete data likelihood $f(y, z|M, \theta)$ is available, as in the models with a missing data structure in Section 8. For this problem, the standard EM algorithm [Dempster, Laird and Rubin (1977)] requires the recursive
implementation of two steps: the expectation or E-step and the maximization or M-step. In the E-step, given the current guess of the maximizer $\theta^{(j)}$, one computes

$$Q(\theta^{(j)}, \theta) = \int \ln f(y, z|\mathcal{M}, \theta) f(z|y, \mathcal{M}, \theta) \, dz,$$

while in the M-step the $Q$ function is maximized to obtain a revised guess of the maximizer, i.e.,

$$\theta^{(j+1)} = \arg \max_{\theta} Q(\theta^{(j)}, \theta).$$

Wu (1983) has shown that under regularity conditions the sequence of values $\{\theta^{(j)}\}$ generated by these steps converges to the maximizer of the function $f(y|\mathcal{M}, \theta)$.

The MCEM algorithm is a variant of the EM algorithm, proposed by Wei and Tanner (1990b), in which the E-step, which is often intractable, is computed by Monte Carlo averaging over values of $z$ drawn from $f(z|y, \mathcal{M}, \theta)$, which in the MCMC context is the full conditional distribution of the latent data. Then, the revised value of $\theta$ is obtained by maximizing the Monte Carlo estimate of the $Q$ function. Specifically, the MCEM algorithm is defined by iterating on the following steps:

$$\hat{Q}_M(\theta^{(j)}, \theta) = M^{-1} \sum_{j=1}^M \ln f(y, z^{(j)}|\mathcal{M}, \theta),$$

$$z^{(j)} \sim f(z|y, \mathcal{M}, \theta), \quad \theta^{(j+1)} = \arg \max_{\theta} \hat{Q}(\theta^{(j)}, \theta).$$

As suggested by Wei and Tanner (1990b), these iterations are started with a small value of $M$ that is increased as the maximizer is approached. One point to note is that in general, the MCEM algorithm, similar to the EM algorithm, can be slow to converge to the mode but it should be possible to adapt the ideas described in Liu, Rubin and Wu (1998) to address this problem. Another point to note is that the computation of the $\hat{Q}_M$ function can be expensive when $M$ is large. Despite these potential difficulties, a number of applications of the MCEM algorithm have now appeared in the literature. These include Chan and Ledolter (1995), Chib (1996, 1998), Chib and Greenberg (1998), Chib, Greenberg and Winkelmann (1998) and Booth and Hobert (1999).

Given the modal value $\hat{\theta}$, the standard errors of the MLE are obtained by the formula of Louis (1982). In particular, the observed information matrix is given by

$$-E \left\{ \frac{\partial^2 \ln f(y, z|\mathcal{M}, \theta)}{\partial \theta \partial \theta'} \right\} - \text{Var} \left\{ \frac{\partial \ln f(y, z|\mathcal{M}, \theta)}{\partial \theta} \right\},$$
where the expectation and variance are with respect to the distribution \( z|y, \mathcal{M}, \hat{\theta} \). This expression is estimated by taking an additional \( J \) draws \( \{ z^{(1)} , \ldots , z^{(J)} \} \) from \( z|y, \mathcal{M}, \hat{\theta} \) and computing

\[
-J^{-1} \sum_{k=1}^{J} \frac{\partial^2 \ln f(y, z^{(k)}|\mathcal{M}, \theta^*)}{\partial \theta \partial \theta'} - J^{-1} \sum_{k=1}^{J} \left( \frac{\partial \ln f(y, z^{(k)}|\mathcal{M}, \theta^*)}{\partial \theta} - m \right) \left( \frac{\partial \ln f(y, z^{(k)}|\mathcal{M}, \theta^*)}{\partial \theta} - m \right)',
\]

where

\[
m = J^{-1} \sum_{k=1}^{J} \frac{\partial \ln f(y, z^{(k)}|\mathcal{M}, \hat{\theta})}{\partial \theta}.
\]

Standard errors are equal to the square roots of the diagonal elements of the inverse of the estimated information matrix.

### 12. Concluding remarks

In this survey we have provided an outline of Markov chain Monte Carlo methods with emphasis on techniques that prove useful in Bayesian statistical inference. Further developments of these methods continue to occur but the ideas and details presented in this survey should provide a reasonable starting point to understand the current and emerging literature. Two recent developments are the slice sampling method discussed by Mira and Tierney (1998), Damien et al. (1999) and Roberts and Rosenthal (1999) and the perfect sampling method proposed by Propp and Wilson (1996). The slice sampling method is based on the introduction of auxiliary uniform random variables to simplify the sampling and improve mixing while the perfect sampling method uses Markov chain coupling to generate an exact draw from the target distribution. These methods are in their infancy and can be currently applied only under rather restrictive assumptions on the target distribution but it is possible that more general versions of these methods will eventually become available.

Other interesting developments are now occurring in the field of applied Bayesian inference as practical problems are being addressed by the methods summarized in this survey. These applications are appearing at a steady rate in various areas. For example, a partial list of fields and papers within fields include: biostatistical time series analysis [West, Prado and Krystal (1999)]; economics [Chamberlain and Hirano (1997), Filardo and Gordon (1998), Gawande (1998), Lancaster (1997), Li (1998), Kiefer and Steel (1998), Kim and Nelson (1999), Koop and Potter (1999), Martin (1999), Paap and van Dijk (1999), So, Lam and Li (1998)]; finance [Jones (1999), Pastor and Stambaugh (1999),...]}

One can claim that with the ever increasing power of computing hardware, and the experience of the past ten years, the future of simulation-based inference using MCMC methods is secure.
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