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ARNAB KUMAR MAITY AND SANJIB BASU
DIVISION OF STATISTICS
NORTHERN ILLINOIS UNIVERSITY
DEKALB
ILLINOIS -- 60115

ABSTRACT: Appropriate model selection is a fundamental problem in the field of statistics. Models with large number of possible explanatory variables require special attention due to infeasibility of huge model space. There are several suggestions available in the literature. Under the Bayesian approach, the classical way is to select the model with highest posterior probability. Using this fact the problem may be thought as a maximization problem over the model space where the objective function is the posterior probability of model and the maximization is taken place with respect to the models. We propose an efficient method for implementing this maximization and we illustrate its feasibility in high dimensional problem. By means of various simulation studies, this new approach has been shown to be efficient and to outperform other Bayesian methods namely median probability model and sampling method with frequency based estimators. Theoretical justification is provided.
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